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Summary: QSM-CI is an online QSM challenge that allows for continuous evaluations using current and future datasets, 

algorithms, and metrics. This ensures the continued accessibility and relevance of the challenge as new metrics, test data, 

and reusable algorithms are contributed. 

Introduction: Quantitative susceptibility mapping (QSM) involves a complex post-processing pipeline that includes an 

ill-posed inverse problem. This makes QSM evaluation challenging, with the first QSM challenge1 using a COSMOS2 

acquisition as the ground truth and the second3 using a realistic in-silico head phantom4. Public challenges like these are 

great opportunities to involve the QSM community and report on the current landscape of QSM algorithms under a 

common evaluation framework. However, running these challenges is a lot of effort and there is an opportunity to build 

an open-source platform for continuous QSM evaluation that is maintained by the community and is always available to 

submit algorithms, metrics or updated test data and remain relevant into the future. The availability of benchmarked 

algorithms would also mean that algorithms are straightforward to reuse in future investigations. This work presents a 

continuous QSM challenge platform called QSM-CI, implemented using GitHub and Back4app, and automated using 

GitHub Actions. Users can submit algorithms to automatically evaluate against a range of simulated datasets using 

quantitative metrics and a qualitative Elo rating system. 

Methods: The QSM-CI GitHub project includes instructions on how to generate and download test datasets, run QSM 

algorithms and compute metrics. The datasets include simulations for gradient-echo (GRE) magnitude and phase images 

and other necessary data required for QSM reconstruction, formatted using the Brain Imaging Data Structure5 (BIDS). 

These simulations include a susceptibility phantom consisting of cylinders with constant susceptibility values, data 

derived from a realistic in-silico head phantom4, and COSMOS acquisitions6. The algorithms include user-submitted 

instructions to execute QSM reconstruction pipelines against the BIDS dataset. The current submissions include 

algorithms available in QSMxT7. The metrics include the quantitative metrics from the second QSM challenge, including 

RMSE, NRMSE, HFEN, XSIM8, MAD, CC and GXE, as well as a qualitative Elo metric. After a user submits or updates 

one of their algorithms via a pull request, a GitHub Action will automatically run their pipeline against the datasets and 

evaluate it using quantitative metrics, publishing the metrics to a Parse backend hosted on Back4app. Qualitative metrics 

remain blank until the community contributes to the anonymized evaluation of the final images in a frontend web interface 

using Niivue for visualization (see Figure 1).  

Figure 1: QSM-CI overview. The community of developers maintains the QSM-CI repository. Pushing new algorithms and other 

updates triggers an automated evaluation. Evaluation results are published to a web interface to benefit QSM users. 

Results: Multiple algorithms have been submitted to QSM-CI with metrics automatically computed and published (see 

Table 1). QSM reconstructions can be browsed interactively using the online Niivue-powered viewer, and anonymized 

qualitative evaluations can be given by users (see Figure 2).  



 

Table 1: Representative QSM results published on QSM-CI based on the currently submitted algorithms. 

 

Figure 2: QSM-CI Anonymized qualitative evaluation page. Users select the reconstruction with better perceived image quality. 

Discussion and Conclusions: A platform for automatically evaluating QSM algorithms was developed and implemented 

using GitHub. A frontend interface was developed to display the computed metrics for each algorithm against the test 

datasets, along with an interactive frontend that uses Niivue to allow users to rate image quality and determine a qualitative 

Elo ranking. The QSM-CI project provides a proof-of-concept for an always-online QSM challenge platform to streamline 

the evaluation of QSM algorithms. Published algorithms are straightforward to reuse in investigations using BIDS-

structured data. QSM-CI is published at https://github.com/QSMxT/QSM-CI.  

References: 
[1] T. Liu, P. Spincemaille, L. de Rochefort, B. Kressler, and Y. Wang, “Calculation of susceptibility through multiple orientation 
sampling (COSMOS): A method for conditioning the inverse problem from measured magnetic field map to susceptibility source 
image in MRI,” Magnetic Resonance in Medicine, vol. 61, no. 1, pp. 196–204, 2009, doi: 10.1002/mrm.21828. 
[2] J. P. Marques et al., “QSM reconstruction challenge 2.0: A realistic in silico head phantom for MRI data simulation and evaluation 
of susceptibility mapping procedures,” Magnetic Resonance in Medicine, vol. 86, no. 1, pp. 526–542, 2021, doi: 10.1002/mrm.28716. 
[3] Q. C. 2 0 O. Committee et al., “QSM reconstruction challenge 2.0: Design and report of results,” Magnetic Resonance in Medicine, 
vol. 86, no. 3, pp. 1241–1255, 2021, doi: 10.1002/mrm.28754. 
[4] A. W. Stewart et al., “QSMxT: Robust masking and artifact reduction for quantitative susceptibility mapping,” Magnetic Resonance 
in Medicine, vol. 87, no. 3, pp. 1289–1300, 2022, doi: 10.1002/mrm.29048. 
[5] C. Langkammer et al., “Quantitative susceptibility mapping: Report from the 2016 reconstruction challenge,” Magnetic Resonance 
in Medicine, vol. 79, no. 3, pp. 1661–1673, 2018, doi: 10.1002/mrm.26830. 
[6] K. J. Gorgolewski et al., “The brain imaging data structure, a format for organizing and describing outputs of neuroimaging 
experiments,” Sci Data, vol. 3, no. 1, p. 160044, Jun. 2016, doi: 10.1038/sdata.2016.44. 
[7] Y. Shi, R. Feng, Z. Li, J. Zhuang, Y. Zhang, and H. Wei, “Towards in vivo ground truth susceptibility for single-orientation deep 
learning QSM: A multi-orientation gradient-echo MRI dataset,” NeuroImage, vol. 261, p. 119522, Nov. 2022, doi: 
10.1016/j.neuroimage.2022.119522. 
[8] C. Milovic, C. Tejos, P. Irarrazaval, and K. Shmueli, “XSIM, a Susceptibility-Optimised Similarity Index Metric: Validation with 
2016 and 2019 QSM Reconstruction Challenge Datasets,” in Proceedings of the Joint Annual Meeting ISMRM-ESMRMB 2022 & 
ISMRT Annual Meeting, London, UK, May 2022. [Online]. Available: https://archive.ismrm.org/2022/2367.html 

https://github.com/QSMxT/QSM-CI


Automated Deep-Learning-Enabled Segmentation of Intraprostatic Gold Fiducial Markers in 

the Presence of Calcification for MR-only Radiotherapy Planning 

Ashley Stewart1, Jonathan Goodwin2,3, Matthew Richardson2, Simon Daniel Robinson4,5, Kieran O’Brien5,6,7, Jin Jin5,6,7, Markus 

Barth1,5,7, Steffen Bollmann1,5,7,8 
1School of Electrical Engineering and Computer Science, The University of Queensland, Brisbane, Australia; 

2Department of Radiation Oncology, Calvary Mater Hospital, Newcastle, New South Wales, Australia; 
3School of Information and Physical Sciences, University of Newcastle, Newcastle, New South Wales, Australia; 

4High Field MR Center, Department of Biomedical Imaging and Image-Guided Therapy, Medical University of Vienna, Vienna, 
Austria; 

5Centre for Advanced Imaging, The University of Queensland, Brisbane, Australia; 
6Siemens Healthcare Pty Ltd, Brisbane, Australia; 

7ARC Training Centre for Innovation in Biomedical Imaging Technology, The University of Queensland, Brisbane, Australia; 
8Queensland Digital Health Centre, The University of Queensland, Brisbane, Australia 

Summary: We developed a deep learning approach for segmenting intraprostatic gold fiducial markers (FMs) in prostate 

MRI, integrating multiple contrasts including quantitative susceptibility mapping (QSM) to differentiate FMs from 

calcifications. This innovation aims to facilitate a streamlined MR-only radiotherapy planning approach, potentially 

reducing reliance on CT-MRI workflows and lowering healthcare costs. 

Introduction: Radiotherapy (RT) planning for prostate cancer (PCa) often uses implanted gold fiducial markers (FMs) 

for treatment targeting purposes1. While FMs aid in CT-MRI workflows, MR-only radiotherapy planning is emerging, 

reducing costs and offering a streamlined imaging pathway. However, FMs in MRI appear as signal voids, complicating 

differentiation from other sources of signal voids such as calcifications and bleeds2,3,4. This work presents a deep-learning-

enabled segmentation across a range of MR contrasts, including phase-based techniques such as quantitative susceptibility 

mapping (QSM) and susceptibility-weighted imaging (SWI) to exploit susceptibility information. We compare this 

approach with CT imaging as a baseline, aiming to facilitate a streamlined MR-only RT workflow. 

Methods: 25 PCa patients, each with three implanted gold FMs, underwent CT and MRI, including T1-weighted and 

GRE acquisitions. Calcifications were present in 12 patients, as confirmed by CT. Acquired GRE data were processed 

using QSMxT5,6 to produce QSM, SWI7, and R2* maps. FMs and calcifications were manually segmented using ITK-

SNAP8, with CT as a reference to produce ground-truth labels. 3D U-Nets were implemented using fastMONAI9 to 

distinguish between and segment the identified background, calcification, and FM regions. The U-Nets used five levels 

with channels (16, 32, 64, 128, 256). The loss function combined Dice loss and cross-entropy loss with one-hot encoding 

applied to the target masks. Performance was evaluated using precision and recall calculated at the FM level using a 

leave-one-out cross-validation scheme to reliably evaluate the models without the need for a large independent test set. 

Separate U-Nets were trained for each available contrast.  

Results: The trained U-Nets generated segmentations and confidence maps for each label (see Figure 1). 

 



Figure 1: Representative images; cropped axial prostate region. A) Reference CT image; B-C) GRE magnitude images with overlaid 

ground-truth and estimated labels produced by the GRE-trained U-Net; D-F) Confidence maps generated by the GRE-trained U-Net 

for each segmentation class. The estimated labels for each source match with the ground truth. 

The baseline U-Nets trained on CT achieved perfect recall and 99% precision (see Table 1). MRI-based contrasts 

achieved 92-99% recall and 81-87% precision. This indicates that the MRI-based models reliably identified FMs, but a 

gap remains in distinguishing them from calcification among the evaluated MR contrasts. 

Model Precision (%) Recall (%) 

CT 99 1 

GRE 87 99 

SWI 86 96 

R2* 87 95 

T1w 87 93 

QSM 81 92 

Table 1: FM identification precision and recall using the GRE-trained segmentation model. 

Discussion and Conclusions: MRI can reliably identify intraprostatic gold FMs in our dataset. However, challenges 

remain in differentiating FMs from sources such as calcification. While susceptibility-based techniques were not always 

the best-performing, combining information across MR contrasts may improve the result in future. Future work will aim 

to close the gap in model precision by exploring consensus-based segmentation approaches across U-Nets, 

hyperparameter tuning, and applying morphological operations to clean model outputs. This will enable tools to automate 

the segmentation of MR images and streamline the MR-only RT workflow. The code for this work is available open-

source via GitHub at https://github.com/astewartau/prostate.  
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Summary: Artefacts arising from the Transceive Phase Assumption (TPA) in Electric Properties Tomography (EPT) can 
be mitigated by averaging results from a standard reconstruction and a reconstruction using a mirrored B1 magnitude map. 

Introduction: Electrical properties reconstructions require knowledge of the complex RF transmit (TX) field. While 
determination of the RF TX magnitude B1 is extensively discussed in literature (see, e.g., [1]), methods to accurately 
determine the RF TX phase φ from the measurable transceive phase (superposition of TX and receive (RX) phase) are 
based on multi-RF-transmit systems and too cumbersome for clinical routine (see, e.g., [2]). Thus, φ is typically estimated 
by half the transceive phase (“Transceive Phase Assumption”, TPA). While the TPA is only accurate for symmetric 
scenarios, typical quadrupolar artefacts appear for approximately symmetric scenarios [3]. This study investigates two 
approaches to empirically mitigate these quadrupolar TPA artefacts: 1) average two scans with different patient positions, 
“head first” and “feet first”, 2) from a single patient position (as changing patient position is hardly feasible in clinical 
settings), the corresponding second position is mimicked offline by mirroring the magnitude B1 of the first position while 
maintaining its phase φ. These two approaches were evaluated using electro-magnetic field simulations of simple 
geometrical shapes representing abdomen and legs as well as realistic brain models without and with tumor. 

Methods: Complex RF TX and RX field simulations were performed at 128 MHz using a quadrature birdcage coil driven 
in quadrature and anti-quadrature mode. The transceive phase was calculated by summing quadrature-TX phase and anti-
quadrature-RX phase. The simulations were performed twice, corresponding to the “head first” (HF) and “feet first” (FF) 
position of the patient. No noise was added to the RF fields for better depiction of the TPA artefact and its proposed 
mitigation. 

Four different simulation scenarios were studied: (1) an ellipsoid representing the abdomen (conductivity σ = 0.5 S/m, 
relative permittivity εr = 50) including an asymmetrically placed smaller ellipsoid representing an inner organ 
(σ = 0.25 S/m, εr = 50), (2) two parallel cylinders representing legs / knees (σ = 0.25 S/m, εr = 50), (3) a realistic brain 
model corresponding to a healthy volunteer, (4) a realistic brain model including an asymmetrically placed tumor.  

The geometrical shapes (1,2) were simulated with the software package CONCEPT II (Technical University Hamburg-
Harburg, Department of Theoretical Electrical Engineering, Germany). The realistic brain models were simulated with 
Sim4Life (Zurich MedTech, Switzerland) [4]. The truncated Helmholtz equation for the conductivity  
σ = (Δφ + ∇ln(B1)⋅∇φ) / (μ0ω) with Larmor frequency ω and vacuum permeability μ0 was solved using finite 
differences [5]. This reconstruction was applied for both positions (HF and measured/mimicked FF).  

To mimic the second (FF) position without rotating the object, the B1 magnitude was mirrored in left/right-direction for 
each line individually by using the center of each line as pivot point. The phase associated to this mimicked FF position 
was the same phase as of the HF position. The results of the two reconstructions were averaged after registration based 
on tissue morphology. 

Results: In scenario (1), TPA causes an error of 58/11 mS/m in the outer/inner ellipsoid, which is reduced to 3.5/1.5 
mS/m after averaging HF and FF reconstructions and to 18/2.0 mS/m after averaging reconstructions of original/mirrored 
B1. For scenario (2), the two reconstruction approaches are identical due to the symmetry of the simulation setup. Thus, 
the TPA error of 22 mS/m is reduced to 4.2 mS/m for both reconstruction approaches. In scenarios (3) and (4), significant 
TPA artefacts are found mainly in the CSF of the subarachnoid space between brain and skull. In this area, TPA causes 
an error of 0.17/0.32 S/m for scenario (3/4), which is reduced to 0.10/0.11 S/m after averaging HF and FF reconstructions 
and to 0.11/0.13 S/m after averaging reconstructions of original/mirrored B1. Reconstruction results for scenarios (1) to 
(3) are shown in the figure. 

Discussion and Conclusions: This study shows that a simple approach is able to mitigate artefacts caused by TPA. From 
the two versions of the approach presented, the version which is based on two different patient positions achieve higher 
artefact reduction than the version which is based on a single patient position only. However, the measurement of two 
patient positions is rendered rather impractical in a clinical workflow. The proposed mimicking of the second patient 
position, even if yielding less accurate results, might be the preferred version as it is quite straight-forward and easy to 
implement. 



In its current form, this study is purely empirical, validating the approach only by a number of simulation examples. 
Theoretical and experimental validations shall follow in subsequent studies, which will also check the applicability of the 
approach to permittivity. 

 

Figure: Simulation results for (a) simple abdominal model, (b) simple leg / knee model, and (c) realistic brain model. Reconstructed 
conductivity maps from first patient position (“head first”, HF) reveal artefacts from the Transceive Phase Assumption (TPA). 
Reconstructed conductivity maps from second position (“feet first”, FF) show artefacts complementary to the artefacts in HF position. 
The FF position can be mimicked by mirroring B1 magnitude while maintaining B1 phase of HF, yielding similar TPA artefacts as 
found for FF. Thus averaging corresponding conductivity maps clearly reduces TPA artefacts. 
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Summary 
Multi-volume multi-echo nonlinear fitting provides an efficient approach to combine multiple signal aver-
ages. This can greatly reduce the computational overhead of processing large functional datasets for anatomi-
cal maps and may be more robust to flow related artifacts. 

Introduction 
For reconstructing anatomical quantitative susceptibility maps (QSMs), it has been shown that it is more ac-
curate to fit an (off-resonance) field-map across the echoes of a multi-echo acquisition rather than averaging 
the maps calculated from the separate echoes!. Noise propagation through both weighted averaging" and non-
linear fitting# into field maps and QSM has also been investigated extensively!. With novel rapid high-resolu-
tion acquisitions many consecutive multi-echo volumes are acquired, which can then be used for functional 
analysis to investigate temporal changes. 

When computing anatomical susceptibility maps from these datasets one can simply reconstruct a QSM at 
each volume and then take the mean or median over all volumes to provide a map with a slightly improved 
signal to noise ratio, which can be lacking for high resolution acquisitions$. Another approach, which we in-
vestigate here, is to fit the field-map not for each volume 
individually but rather to fit across all the acquired vol-
umes. This could potentially improve the fit for voxels 
with a low signal to noise ratio, or which suffer from 
signal dropout in some volumes due to motion. Further, 
this approach is much more computationally efficient as 
only a single susceptibility map is computed (involving 
background field removal and dipole inversion) instead 
of many. 

Methods 
We used a GH volume I echo JD gradient recalled echo-
echo planar imaging acquisition with the following pa-
rameters: echo times of MN.O, IP.II, and QI.OQ milli-seconds, multi-band acceleration of I, parallel imaging 
acceleration of N, a repetition time of N.HIN seconds, and a field of view of JNH by JMP by MQI.O millimetres, 
M.I mm isotropic voxels, with a bandwidth of MOMJ Hz/voxel. The complex data were denoised using tensor-
MPPCA denoising%, before field fitting. Nonlinear fitting is considered here as in the linear case, averaging 
the fitted map across volumes and fitting across all volumes directly should be identical. This equivalence 
may not apply to non-linear fitting. Nonlinear fitting was performed using the FIT_PPM_COMPLEX function 
from the MEDI Toolbox (Update M[-HM-JHJH, Medimagemetric LLC, Cornell, USA)#,',(. 

Fitted field maps were unwrapped using Laplacian unwrapping). V-SHARP background field removal was 
applied* with a spherical mean value 
kernel size of JH. Finally, magnetic 
susceptibility maps were computed 
using FANSI!+ with a regularisation 
weight of J.N⋅MH-$. To compare recon-
structed susceptibility values, we seg-
mented the brain using MRICloud!!. 

Results 
Figure M shows an example of the 
nonlinear fitting approach, where es-
sentially a spiral is fit to the target 
points. We show examples of low 

Figure (: An axial slice of fitted field maps using a fitting across all the data as well as the mean 
of all field maps fit on single volumes. The difference (computed as all volumes – per volume 
mean) and a-priori error estimate from the fit across all volumes shown on the right. 

Figure @ Example fitting results for single volume (solid dots and 
dotted lines) and all volumes (all dots and dashed lines) for five 
points in different brain regions (similar coloured dots, left). 



variability (across the volumes) which 
essentially fit the same curve for both 
approaches as well as voxels for which 
there is a large difference between the 
(chosen) local fit and the fit across all 
volumes. 

Figure J shows the field maps from the 
various fitting approaches. An error esti-
mate output by the nonlinear fitting 
function# is shown together with differ-
ences between the fits. The resulting 
susceptibility maps are compared in Fig-
ure N. This figure also shows the seg-
mentation used to compute the ROI sta-
tistics shown in Figure I. 

Discussion 
Figure I shows that there was no significant difference in ROI 
mean susceptibilities for fitting across all volumes compared av-
eraging susceptibility maps fitted and reconstructed for each vol-
ume. However, Figure J shows susceptibility differences between 
the two approaches, particularly in and near vasculature and close 
to the nasal cavity, which suffers from signal drop-out in these 
types of acquisitions. Since there is no ground truth available, it 
is impossible to say which of these approaches is more accurate. 
However, fitting across all volumes is much more computation-
ally efficient and therefore provides a compelling alternative ap-
proach. 

Conclusion 
In a multi-volume acquisition, fitting the field across all the vol-
umes in a single step greatly reduces computational overheads for 
generating anatomical magnetic susceptibility maps that are almost identical to those created by averaging. 
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Figure K Comparison of susceptibility values from non-
linear fitting across all volumes vs averaging all of the 
single volume fits in some deep gray matter ROIs. 

Figure N Reconstructed susceptibility maps created by nonlinear fitting across all volumes 
vs averaging maps created by fitting at each volume and the difference between them. ROIs 
segmented using MRI Cloud. 
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Summary: DECOMPOSE-QSM estimates sub-voxel susceptibility composition, providing a parameter C0, that is the 

volume fraction of tissue susceptibility reference medium. We found high correlation between C0 maps and NODDI-

derived tissue microstructural parameters in both healthy tissues and edema regions of glioblastoma. These findings 

support 1-C0 as a measure of tissue cell density, and DECOMPOSE-QSM may enable high-resolution and fast mapping 

for tissue cellularity with a single 3D multi-echo GRE sequence.  

Introduction: Glioblastoma is one of the most aggressive adult-type tumors of the central nervous system and the 

prognosis is still very poor. It is radiologically characterized by three tissues including edema that is mainly composed 

by fluid. The Neurite Orientation Dispersion and Density Imaging (NODDI) diffusion model [1] has been previously 

applied to investigate the heterogeneity of the non-enhancing tissue in gliomas [2]. The recently developed 

DECOMPOSE-QSM algorithm [3] for the separation of magnetic susceptibility at voxel level has also provided a new 

tool to study tissue microstructure. DECOMPOSE-QSM estimates the concentration of the magnetically neutral 

component (C0) which is considered the reference medium dominated by extracellular fluid. Therefore, 1-C0 represents 

the intra-cellular volume fraction. Here, we aim to: (i) compare 1-C0 maps with NODDI parameters in the healthy tissue 

to confirm the hypothesis that high C0 is associated with a low level of cell density or high free water concentration; (ii) 

investigate the relationship between 1-C0 maps and NODDI parameters in the edema tissue of glioblastoma. 

Methods: Data: 21 newly diagnosed glioblastoma patients (5/16 F/M, 7/14 R/L, 65±8 years) were scanned on a 3T Philips 

Ingenia scanner (University Hospital of Padova, Italy) equipped with a 32-channel head-neck coil. The data include a 3D 

multi-echo GRE sequence (eight echoes TE1/ΔTE=5/5 ms, TR=44 ms, FA=25°, voxel size=1x1x1 mm3, FOV=240x240 

mm2); a multi-shell of 116 Diffusion Weighted Images (DWIs) (TE=104 ms, TR=3.7 s, FA=90°, voxel size=2x2x2 mm3, 

FOV=112x122 mm2): 12 images at b=0 s/mm2 and 8, 32, 64 gradient directions at b-value=300, 1000, 2000 s/mm2, 

respectively; and other 3D structural images. Image Processing: Images were bias field corrected, brain extracted and 

linearly registered to the native T1w space using the Advanced Normalization Tools (ANTs). In T1w space, grey matter 

(GM) and white matter (WM) segmentations were obtained with SPM12, while segmentation of the deep grey nuclei was 

generated with FSL. The edema mask was delineated on structural images with an automatic tool [4,5] and masks were 

checked and modified (if necessary) by an expert neuroradiologist. The T1w image was linearly registered to the first 

echo of the GRE magnitude image with ANTs and the estimated transformation was applied to the Region Of Interests 

(ROIs) namely the edema mask, the healthy contralateral WM and the deep grey nuclei (i.e., thalamus, caudate, putamen, 

pallidum, hippocampus and amygdala). For susceptibility quantification, brain extraction was performed on the first echo 

GRE magnitude image with FSL. QSM maps were obtained for each echo using STISuite. Phase unwrapping, background 

field removal and dipole inversion were achieved with 

Laplacian phase unwrapping [6], V-SHARP [7] and 

STAR-QSM [8], respectively. The DECOMPOSE-QSM 

algorithm was used to estimate the C0 map. After 

discarding volumes affected by interslice instabilities [9], 

MRtrix software [10] was employed to carry out the 

entire pre-processing which included denoising and 

correction for B0 inhomogeneities, eddy currents and 

motion. The NODDI model was fitted with a publicly 

available toolbox [11]. Parametric maps of Neurite 

Density Index (NDI), Orientation Dispersion Index (ODI) 

and ISOtropic volume (ISO) were estimated and warped 

to the first echo GRE magnitude space. Statistics: For 

correlation analysis, the inverse of the tumor mask was 

used to exclude any voxel belonging to the tumor that had 

been wrongly classified as deep grey nuclei by FSL. 

Pearson’s correlation coefficients were  

 
Figure 1 – Representative patient for which 1-C0 (A) and NDI (B) 

maps have been quantified, demonstrating a strong spatial 

congruence. Bright NDI in the ventricles is a known artifact, which 

is absent in the 1-C0 map. 



computed between 1-C0 and each NODDI parameter 

of the ROIs. Multi-comparison correction using the 

Benjamini-Hochberg procedure was applied to the p-

values of the correlation coefficients. 

Results: Figure 1 shows the 1-C0 and NDI maps of a 

representative patient, demonstrating a strong 

anatomical contrast similarity. The common bright 

NDI artifact in the ventricles is absent in the 1-C0 map. 

Across patients the percentage of voxels that weren’t 

affected by the tumor mask is 97±3 (%). In WM, 

significant (p<0.05) positive associations were found 

between 1-C0 and NDI, and between 1-C0 and ODI (Fig. 2). 

Positive associations between 1-C0 and NDI were also observed 

for all deep gray nuclei, including left and right pallidum, left and 

right putamen, right amygdala and right hippocampus (Fig. 3). In 

deep gray nuclei, no significant correlations were observed 

between 1-C0 and either ODI or ISO after correction for multiple 

comparisons. In the edema regions, 1-C0 was positive correlated 

with ODI and NDI, whereas a negative association with ISO was 

found (Fig. 4). 

 Discussion and Conclusions: Our analysis confirmed that C0 

reveals information about the extra-cellular space, which is 

consistent with the assumption of the DECOMPOSE-QSM 

model. Particularly, in white matter we found no correlation 

between ISO and 1-C0. This is consistent with the fact that ISO 

includes both extra- and intra-cellular fluid in which isotropic 

diffusion is assumed. Instead, there was a strong positive 

association of 1-C0 with NDI. This agrees with the fact that white 

matter is mainly composed of neurites. Similarly, in the deep gray 

nuclei, NDI was positively associated with 1-C0 bilaterally for 

pallidum and putamen, while no correlation with ISO was found. 

In the edema region, while NDI is also positively associated with 

1-C0, we found that ISO exhibits a strong negative correlation 

with 1-C0, or positively associated with C0. This association is 

expected as the edema region is primarily constituted of fluid 

with relatively low cell densities or 

neurites. Edema regions may contain 

brain tissues due to partial volume effect 

and possibly tumor cells and immune 

cells. To conclude, we found that 1-C0 

may serve as a measure of tissue cell 

density, a biologically and 

pathologically highly useful 

characterization of tissue 

microstructure. In fact, from NODDI we 

can derive NDI and ISO; with C0 alone we can distinguish cells and fluid. Taken together these parameters could 

potentially inform about tumoral tissue microstructure. 
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Figure 2 – 1-C0 vs. NDI (A) and with ODI (B) in white matter. r and p 

represent the correlation coefficient and the p-value, respectively. 

 
Figure 3 – Significant associations between 1-C0 and NDI 

in left (A) and right (B) pallidum, left (C) and right (D) 

putamen, right amygdala (E) and right hippocampus (F). r 

and p represent the correlation coefficient and the p-value, 

respectively. 

 
Figure 4 – Correlations between 1-C0 and ODI (A), NDI (B) ISO (C) in edema. r and p 

represent the correlation coefficient and the p-value, respectively. 
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Summary: High dimensionality in deep learning models solving QSM-based dipole inversion can be reduced effectively 

by deploying adaptive convolution and even further with polysemic a priori information, such as the voxel aspect ratio, 

increasing model robustness and stability therewith.   

Introduction: For the computation of quantitative susceptibility maps, the choice of imaging parameters in gradient echo 

MRI, such as the voxel size and the field-of-view (FOV) orientation, substantially affect the local magnetic field 

representation and field direction in the acquired volume. Multiple deep learning (DL) models [1, 2] were proposed for 

solving the ill-posed field-to-susceptibility inversion, however, typically neglecting the impact of these imaging 

parameters. The adaptive convolution (AC) approach [3] demonstrated the direct incorporation of a-priori information in 

the network model solving QSM dipole inversion, outperforming conventional DL approaches therewith. By learning the 

mapping between the imaging parameters and the changes in the local magnetic field associated with the varying 

acquisition information (Fig. A), AC selects an optimal set of convolution parameters (Fig. B). In this abstract, we 

investigate the influence of the voxel size encoded in the side information array on susceptibility map computation and 

test whether a polysemic description of the spatial resolution via the voxel aspect ratio (VAR) is advantageous. 

Methods: The adaptive model [3] is built from a modified 3D U-Net [4] with a depth of five layers, 16 initial channels 

and ELU activation function, where the AC layer includes a multi-layer perceptron to compute the convolution weights 

from the presented a-priori information (Fig. A). Data augmentation was performed regarding image rotation, flipping, 

and scaling of three-dimensional susceptibility data sets as well as noise corruption. The models were pre-trained on 

purely synthetic data sets for 500 epochs, followed by transfer learning (TL) for 30 epochs on in-vivo brain data [3]. The 

TL data set consisted of 3T [5] and 7T [6] data sets with varying FOV and head orientations. Patch-based training was 

performed with a batch size of four and the AdamW optimizer [7] for pre-training and TL. Two adaptive models differing 

only in the presented side information were trained. The Adaptive U-Net Vox received the exact voxel size and FOV 

orientation, whereas the Adaptive U-Net VAR was presented with the VAR (as defined by: 𝑣𝑉𝐴𝑅𝑥,𝑦,𝑧 =  
𝑣𝑥,𝑦,𝑧

max (𝑣𝑖=𝑥,𝑦,𝑧)
 ) and 

the FOV orientation.  

 

Results: The computed susceptibility maps of both Adaptive U-Nets resemble the COSMOS ground truth susceptibility 

(Fig. C). To test the robustness of both Adaptive U-Nets, susceptibility maps were computed with the correct side 

information array and with modified versions. The Adaptive U-Net VAR generally scores lower NRMSE values as the 

Adaptive U-Net Vox, which is accompanied with visual changes in the computed susceptibility map (Fig. C, arrows). To 

further investigate the effects of using the VAR instead of the voxel size, Fig. D illustrates susceptibility maps computed 

with different absolute voxel sizes but identical VAR. As indicated by the metrics, the quality of computed susceptibility 

maps degrades for the Adaptive U-Net Vox, but remains constant for the Adaptive U-Net VAR.  

Discussion and Conclusions: The assessment of both Adaptive U-Nets on brain data with different voxel sizes and FOV 

orientations revealed closest agreement with the COSMOS ground truth for the Adaptive U-Net VAR. While the 

computed susceptibility maps of both models exhibit the typical QSM contrast and depict anatomical structures 

accordingly, the quantitative image metrics for both data sets and versions of the side information array show the most 

accurate QSM reconstruction for the Adaptive U-Net VAR. The results clearly demonstrate the dependency of the 

Adaptive U-Net Vox on the exact voxel-size, where changes substantially affect the susceptibility map quality (Fig. C). 

We could successfully alleviate this dependency by making use of the VAR (Fig. D). The general idea of AC is to address 

the dimensionality problem in neural networks by making use of decoupling. In conventional DL-approaches, for each 

variation of 𝑠, voxel-size and FOV orientation, a neural network (NN) has to be trained during which an N-dimensional 

feature space is learned. If all variations of  𝑠 are part of the training data, the feature space to be learned expands 

substantially. AC decouples this problem by attaining the N-dimensional feature space and moving the additional 

dimensions due to variations in  𝑠 to the filter manifold network (FMN) of the adaptive layer (Fig. B). The FMN learns 

the feature space of  𝑠𝑉𝑜𝑥 = [𝑣𝑥 , 𝑣𝑦 , 𝑣𝑧 , 𝑜𝑥, 𝑜𝑦 , 𝑜𝑧] by making use of manifold learning, overall reducing the 

dimensionality, and computes the convolution parameters of the NN. Thus, only a small number of layers in this network 

are influenced by variations of  𝑠. Summarizing, AC leads to invariance against variations in 𝑠. Exploiting the polysemic 



nature of the VAR as side information 𝑠𝑉𝐴𝑅 = [𝑣𝑉𝐴𝑅𝑥 , 𝑣𝑉𝐴𝑅𝑦 , 𝑣𝑉𝐴𝑅𝑧 , 𝑜𝑥, 𝑜𝑦 , 𝑜𝑧] reduces the dimensionality of the FMN’s 

feature space, since multiple voxel-sizes correspond to one VAR. Overall, this leads to an increase in stability and 

robustness of the NN as reflected by the Adaptive U-Net VAR model. Addressing the so-called curse of dimensionality 

is an ongoing and crucial challenge in the deployment of NNs. For QSM processing, DL-based approaches are 

furthermore influenced by the choice of the pre-processing algorithms used, e.g., for phase unwrapping [8] and 

background field removal [9]. Hence, these results point even more towards the potential of including comprehensive 

information in the network model to gain further invariance and address the curse of dimensionality therewith.  

Figures – Adaptive Convolution layers are built from the Filter Manifold Network (FMN) consisting of fully connected linear layers 

that compute the weights w of the convolution kernel (A). Adaptive Convolution (AC) identifies and maps the relationship of the side 

information 𝑠 (exact voxel size or voxel aspect ratio v and FOV orientation o) and the changes in the image onto the low dimensional 

filter manifold, which forms the feature space (B). The Adaptive U-Net Vox, receiving the exact voxel-size, and the Adaptive U-Net 

VAR, receiving the voxel aspect ratio (VAR), were evaluated on an isotropic purely axial data set (C) and an anisotropic data set with 

tilted FOV (D). For both data sets, the models were presented with the correct and a modified side information array, where the VAR 

is identical in D. Arrows and rectangles highlight prominent differences. The NRMSE and SSIM serve as quantitative image metrics. 

In-vivo brain data provided by [5].  
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Summary: This study evaluates a harmonic field extension network to improve reduced FOV SMWI, enhancing 

acquisition efficiency and image contrast while mitigating susceptibility value underestimation. 

Introduction: Susceptibility map-weighted imaging (SMWI)1 is an imaging technique that combines magnitude images 

with quantitative susceptibility mapping (QSM)2 to enhance the visibility of nigral hyperintensity in the substantia nigra 

(SN) and improve the contrast of nigrosome-1, both recognized as biomarkers for Parkinson’s disease (PD)3. However, 

the current SMWI protocol has a long scan time, which is particularly challenging for PD patients due to their tendency 

for motion during the scan. 

Reducing the Field-of-View (FOV) to focus solely on the substantia nigra region can shorten the scan time (e.g. by 

approximately 40%). Despite this advantage, severe susceptibility value underestimation has been reported during QSM 

reconstruction with a limited FOV4,5, leading to reduced contrast in SMWI. To address this issue, a deep learning based 

harmonic field extension network6 has been proposed and successfully applied in limited FOV QSM. This study explores 

the feasibility of applying these methods to SMWI by comparing limited FOV SMWI with the full FOV SMWI. 

Methods:  

[Data Acquisition] For training and validation, we acquired data from 15 healthy subjects using a 3T scanner (Vida, 

SIEMENS, Germany) with a multi-echo 3D GRE sequence. The acquisition parameters were as follows: FOV = 192 × 

192 × 144 mm³, spatial resolution = 0.5 × 0.5 × 1 mm³ and TE = 5.30/11.1/16.9/22.7/28.5ms. 

[Network Training] Out of the 15 subjects, 12 were used for training the network, 1 was used for validation, and 2 were 

used as a test set. Background fields were generated through forward calculation of geometric susceptibility sources 

randomly placed outside the brain ROI. The total fields used for training input were generated by adding the background 

field to the local field. Finally, the total fields were truncated along the z-axis to a minimal extent containing the substantia 

nigra (Fig. 1(A)) with masks and randomly cropped into 64 × 64 × 64 sized 3D patches for network training. The network 

architecture follows the structure of a coarse-to-fine generative model as described in Jung et al6. 

[Evaluation] The final network output was reconstructed into QSM using the V-SHARP7 and iLSQR8 methods. 

Subsequently, we generated the SMWI using a multiplication number of 4 and a susceptibility threshold value of 0.75. 

For comparison, we evaluated the whole brain SMWI, limited FOV SMWI without harmonic field extension, and our 

proposed method. 

Results: The entire pipeline for reconstructing Limited FOV SMWI using a physics-informed GAN is shown in Figure 

1(B). Figure 2 shows the QSM and SMWI results for full FOV, limited FOV, and the proposed harmonic extension 

method. Our proposed method overcomes susceptibility underestimation in limited FOV situations, resulting in enhanced 

contrast in both QSM and SMWI results, particularly in the SN (yellow arrow) and red nucleus (RN) (blue arrow). Figure 

3 presents the susceptibility intensity plots of QSM and signal intensity plots of SMWI along the orange dotted lines. The 

QSM and SMWI signal plots from the proposed method were nearly identical to those obtained with full FOV. 



Figure 1. (A) The coronal and sagittal views of the in-vivo subject's QSM with Limited FOV. The location of truncation was manually 

adjusted for each individual to include the entire SN within the minimal range. (B) The overall pipeline for SMWI with reduced spatial 

coverage incorporating a physics-informed GAN. 

 

Figure 2. Two slices of QSM and SMWI results in in-vivo data (Slice 1: RN level, Slice 2: SN level). 

Figure 3. (A) QSM results of in-vivo data (top) and the susceptibility profile along the X-axis (bottom). The cross-sectional line is 

indicated in orange on the QSM result. (B) SMWI results of in-vivo data and the intensity profile along the X-axis. The cross-sectional 

line is indicated in orange on the SMWI result. 

Discussion and Conclusions: In this study, we explored the feasibility of applying a harmonic field extension method 

based on a physics-informed GAN to SMWI, comparing limited FOV SMWI with full FOV SMWI. The proposed method 

significantly reduced scan time (e.g., by approximately 2 min) while enhancing contrast in SMWI through QSM 

underestimation correction. However, this study focused solely on feasibility and did not include clinical patient data. 

Future research will apply this method to clinical patient data to assess the impact of enhanced SMWI contrast. 
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Summary: We explore B1 phase and conductivity changes during brain activation using 3T MRI and RF simulation. In
the simulation, we demonstrate that conductivity exhibit a similar tendency to in-vivo experimental conditions with
negative correlation being dominant. Additionally, we found that for low SNR levels, low conductivity activation
intensity, or the use of unsuitable EPT reconstruction methods with small kernels can lead to improper detection of
conductivity activation.

Introduction: The typical MRI sequence for fMRI is gradient-echo (GE) echo-planar imaging (EPI), based on T2*
decay and B0 phase. Susceptibility, influencing MRI signal intensity through the BOLD effect, does not fully explain
detected activations in other fMRI modalities such as spin echo (SE)-EPI and balanced Steady-State Free Precession
(bSSFP), which depend on T2 and B1 phase. A few number of studies have explored the relationship between brain
activation and conductivity using phase-based electrical properties tomography (EPT) algorithms, yet the findings
remain inconsistent1,2,3. Driven by this uncertainty, we investigated the relationship between fMRI signals and
conductivity changes, reconstructed from the B1 phase via SE-EPI and bSSFP sequences using EPT algorithms. We also
analyzed trends through RF simulation, which provides a ground-truth reference.

Methods: Ten volunteers participated in a right hand finger-tapping experiment scanned using a 3T MRI system
(MAGNETOM Vida, Siemens Healthineers). We utilized 2D GE-EPI, SE-EPI, and bSSFP sequences. Initially, a GE-
EPI scan was conducted to capture the BOLD activiation region, selecting a specific slice for observation. This identical
slice was consistently targeted in subsequent SE-EPI and bSSFP scans which utilize B1 phase information. The phase-
based EPT algorithm (Poly-Fit) was then applied to the B1 phase data (Fig. 1). Simulation experiments were performed
to mimic the activation state with varying conductivity values in the local gray matter, akin to in-vivo results. These
simulations used 1) a cylindrical model with an infinite z-axis to experimentally observe the relationship between phase
and conductivity by varying the conductivity values (Fig. 2 (a)), and 2) the human brain model, Duke, to observe the
effects of various EPT reconstructions, the noise effects, and situations where both positive and negative conductivity
activations occur simultaneously (Fig. 2 (b)).

Results: In Fig. 3 (a), phase changes around the left motor cortex showed a positive correlation similar to BOLD trends,
while reconstructed conductivity had a negative correlation. Fig. 3 (b) summarizes the temporal-series signal averages
from the non-activated (right motor cortex) and activated (left motor cortex) regions across ten subjects. Fig. 4 displays
results from simulated cylinder models, highlighting an inverse relationship between phase and conductivity—increases
in conductivity result in phase decreases and vice versa. This observation points to a conductivity variation of -0.04 S/m
in the activation regions, akin to in-vivo observations, identified as Model 5. As illustrated in Fig. 5, the brain model
showed a similar trend to the cylinder model. Using the brain Model 8, we applied various phase-based EPT algorithms
to the B1 phase with an SNR of 500. In conditions mimicking in-vivo settings, phase information showed small
localized negative correlations around the activation regions, potentially leading to inaccurate (positive) conductivity
maps when using segmentation-based EPT or with small kernel sizes. Fig. 6 (a) explores correlation maps across
different SNR levels for Model 8, with accurate maps only at SNRs above 300. Fig. 6 (b) presents the outcomes when
both positive and negative conductivity activations occur simultaneously, indicating that if activation power in Region 2
(positive activation) is below 25% of that in Region 1 (negative activation), displaying both activations is not feasible.

Discussion and Conclusions: We explored B1 phase and conductivity changes during brain activation. Similar trends in
in-vivo and simulation were observed in both B1 phase and conductivity. This study considered how brain activation
might affect conductivity, potentially influenced by ion concentration and blood oxygenation. It is known that ion
concentration increases conductivity4, but other factors (such as red cell5/hemoglobin concentrations6/reduced CSF
volume) may negatively impact this effect. In this study, a negative correlation of conductivity changes was observed to
be dominant, but the need to understand which factors have a greater impact on conductivity changes during the brain
activation process remains.
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Figure 1. MRI scan process for in-vivo experiment (10
volunteers).

Figure 2. FDTD simulation experiment setting; (a) Cylinder
model; (b) Human brain model (Duke).

Figure 4. Result for cylinder simulation experiment; Mean and
std values in activation regions.

Figure 5. Result for brain simulation experiment; The result
includes graphs of the mean and std for activation regions across
three different conductivity values for both phase and
conductivity. Activation maps are plotted using various phase-
based conductivity reconstruction methods; 3×3 Laplacian kernel
with gaussian filter; convection-reaction EPT (cr-based EPT);
MR-contrast weighted polynomial fitting (Poly-Fit EPT);
segmentation based integral EPT (Integral-based EPT)).

Figure 6. Result for brain simulation experiment; (a) Effects of
noise on activations; (b) Effects of simultaneous activations and
the absolute activation rate.

Figure 3. Result for in-vivo experiment; (a) Representative
activation map for one volunteer; (b) Mean (std) signals in the
motor cortex area for 10 volunteers.
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Summary: We present an approach to characterize the magnetic susceptibility of different major kidney stone types, 
where all examined kidney stones with diameters ≥ 3.4 mm were reliably visualized by QSM. This study represents a 
first step towards radiation-free, MRI-based detection of kidney stones in clinical routine for suspected urolithiasis. 

Introduction: In patients with flank pain and hydronephrosis detected on ultrasound, which strongly suggests urolithiasis, 
unenhanced CT with ionizing radiation is performed as the reference standard for the detection of kidney stones in routine 
clinical practice.1 While CT reliably visualizes most kidney stone types, there are two radiolucent entities: indinavir-
induced stones in patients with HIV, and pure matrix stones consisting of proteinaceous material.1 Therefore, a CT scan 
may be negative even if kidney stones are present. The most common chemical compositions of kidney stones are calcium 
oxalate, struvite, calcium phosphate (“carbonate atapatite”, CaP), uric acid, and cystine (CY).1 Recently, two kidney 
stones of unknown chemical composition, with a size of 9 mm and 10 mm, were visualized in renal MRI using QSM.2 

The objective of this work was to characterize multiple kidney stone types of known chemical compositions and 
varying sizes in an ex vivo phantom using quantitative susceptibility maps. 

Methods: A total of 21 kidney stones from 21 different patients, each with one of 8 different chemical compositions and 
diameters ranging from 2.3 mm to 10.6 mm, were investigated. The stones were sorted by patient and type, with each 
stone having at least one visually identical counterpart in the sample collection. Since the stones were destroyed during 
the chemical analysis using infrared spectroscopy, one of the additional counterparts was analyzed using QSM instead. 
Chemical compositions of the kidney stones consisted of: 6× Calcium oxalate monohydrate (CaOx), 5× UA (80% uric 
acid with 20% Monoammoniumurate), 3× CaP, 2× CY, 2× ST (70% struvite with 30% CaP), 1× 80% CaP with 
20% CaOx, 1× CAOx-di (60% Calcium oxalate dihydrate with 40% CaOx), 1× 60% CaP with 40% ST. To ensure 
consistency regarding the chemical composition, we plan to submit the investigated stones for chemical analysis after 
finalizing this study. The phantom containing the kidney stones was built by filling a cylindrical plastic box (height 16 cm, 
radius 6 cm) in four steps with a water-based solution, made of 2% Agar-Agar and 0.5% NaCl. For the first three layers 
of Agar-Agar solution, 7 of the 21 kidney stones were placed on top of the respective layer after hardening (see Fig. 1). 
In this way, the stones inside the phantom were sealed without visible air pockets when the next layer was poured on top. 

Data were acquired using a multi-echo 3D gradient-echo (GRE) sequence on a 1.5T MRI scanner (MAGNETOM 
Sola, Siemens Healthineers) with a 20-channel head-and-neck coil (Siemens Healthineers). The acquisition parameters 
were: TE = 3.08/8.02/12.96/17.90 ms, ΔTE = 4.94 ms, TR = 22 ms, voxel size = 0.8×0.8×0.8 mm³, flip angle = 12°, 
bandwidth = 320 Hz/px, no acceleration, 7 averages, with a total acquisition-time of 54:06 min. 

Calculations for the reconstruction of susceptibility maps were performed in MATLAB (R2022b; MathWorks, USA) 
utilizing the SEPIA toolbox (with MRITOOLS v3.6.6, MEDI-toolbox downloaded Dec 2022, STISuite_V3.0). First, 
masks of the phantom were created by thresholding the magnitude images. Phase unwrapping and echo phase combination 
were performed with ROMEO and optimum weights respectively, before removing the background fields via the 
VSHARP algorithm (max. radius = 10, min. radius = 3). Finally, the susceptibility maps were reconstructed using MEDI 
(referenced to the phantom mask, lambda = 50, SMV = 5). The investigated kidney stones were manually segmented via 
thresholding based on the GRE magnitude image of the first TE. The corresponding mean susceptibility value and the 
standard deviation (SD) were calculated for each stone. 

Results: All kidney stones were clearly visible using QSM and appeared as hypointense regions in the susceptibility map 
(Fig. 2). The mean susceptibility values of the 21 kidney stones, referenced to the Agar-Agar solution are presented in 
Fig. 3, together with the respective SD. All investigated stones were diamagnetic compared with the Agar-Agar solution, 
with mean susceptibility values ranging from -0.82 ppm to -2.47 ppm. Some of the small stones exhibited low 
susceptibility values close to 0 ppm. The SD were similar for the investigated larger kidney stones. Mean susceptibility 
values slightly increased with the diameter size of the stones. Excluding sizes ≤ 2.5 mm, the overall mean susceptibility 
values of the five investigated major chemical compositions are denoted in Table 1. Stones composed of CY and CaP, 
appeared to be more diamagnetic, lacking clear differentiation due to the large SD. Starting at diameters of 6.2 mm, some 



stones visually exhibited noisy inhomogeneities in the susceptibility map (see orange arrows, Fig. 2). This effect increased 
with larger diameters, regardless of the chemical composition. 

                  
Figure 1 Representative layer with 7 kidney stones on top 
of the hardened Agar-Agar solution, before sealing them 
in the phantom with the next layer. 

Figure 2 Representative susceptibility map depicting the 7 kidney stones 
of Figure 1 as hypointense regions, where the largest two (highlighted by 
orange arrows) visually exhibit noise-like inhomogeneities.

  

Type Mean susceptibility 
in [ppm] 

CaOx -1.38 ± 0.94 

UA -1.40 ± 1.20 

CaP -1.99 ± 0.69 

CY -2.12 ± 0.70 

ST -1.59 ± 0.97 

Figure 3 Mean susceptibility values and SD in [ppm] for each of the 21 investigated kidney 
stones (KS), sorted by diameter (d) in [mm] along the x-axis. Kidney stones of identical 
chemical composition are displayed in the same color.  

Table 1 Mean susceptibility values and 
SD for the five investigated major types 
of kidney stones with diameters > 3 mm. 

Discussion and Conclusions: This study demonstrated that kidney stones of the five major chemical compositions 
present as diamagnetic regions compared with a water-based Agar-Agar phantom in susceptibility maps, suggesting that 
QSM is a reliable MRI technique for detecting kidney stones with diameters ≥ 3.4 mm in vivo. The noisy inhomogeneities 
might be a result of noise amplification, since the stones provide only little MRI signal.3 Recently, artifacts caused by air 
inclusions in the rectum were considerably reduced by a deep learning-based dipole inversion in prostate QSM.4 As air 
inclusions are also regions of low SNR, adapting this approach could potentially reduce the noisy inhomogeneities of the 
investigated kidney stones. Future studies should investigate a larger number of kidney stone types CaP, CY and ST, as 
well as more infrequent types.1 Lastly, destroying the kidney stones during chemical analysis gives rise to uncertainties 
regarding the definite chemical compositions, since the investigated stones can only be analyzed after the study. 

We have demonstrated that QSM can visualize all major types of kidney stones, marking a crucial step towards in 
vivo and radiation-free imaging for suspected urolithiasis in clinical practice. 

Acknowledgements: We would like to express our gratitude to Alexander K. Fichte senior for providing the kidney stone samples. 
This research was supported by DFG under project number 460333672 – SFB 1540 Y, and under ELAN project number P125. 
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Summary: Here, we optimised a phase-based EPT pipeline for the first study investigating the effect of SCA on brain 
tissue conductivity in Tanzanian children at 1.5T. The optimised pipeline, including MP-PCA denoising and automatic 
selection of the magnitude weighting kernel parameter, produced high-quality conductivity maps throughout a 
representative sample of 10 subjects and will now allow investigation of conductivities in the full cohort. 

Introduction 
Sickle cell anaemia (SCA) is a genetic blood disorder that causes haemoglobin to polymerize and red blood cells to 
become sickle-shaped. SCA is known to affect normal neurocognition, and poses serious risks such as haemorrhagic or 
ischaemic stroke1. This study aims to assess, for the first time, the effect of SCA on brain tissue electrical conductivity (at 
~64 MHz). Here, a pipeline for performing phase-based MR Electrical Properties Tomography (EPT)2 was optimised for 
complex data originally acquired for quantitative susceptibility mapping at 1.5T3. 

Methods 
EPT was optimised in a representative sample: 10 Tanzanian children, 5 with SCA and 5 healthy controls (HCs), aged 
12.4 ± 4.1 years, 7/3 male/female, from a total cohort of 163 children with SCA and 47 HCs, aged 12.6 ± 3.9 years. 

MRI acquisition: T2*-weighted multi-echo 3D GRE and T1-weighted MPRAGE were acquired at 1.5T (Phillips, 
Achieva) using either an 8-channel or birdcage RF coil. 3D-GRE sequence parameters were: 5 echoes, TE1 = 4.28 ms, 
ΔTE = 4.94 ms, TR = 27.4 ms, resolution = 1.458 x 1.45 8 x 1.5 mm3, bandwidth = 287 Hz/pixel, flip angle = 15°. 

EPT: An existing EPT pipeline4 was optimised as follows. To account for poorer SNR at 1.5T compared to 3T, MP-PCA 
denoising5 was applied to the raw complex images. Field correction6 was applied to remove ‘pseudo-wraps’ occurring in 
the complex image7. Complex images were unwrapped using SEGUE8. MR transceive phase φ0 was estimated by 
extrapolation and unwrapped again using SEGUE. A binary mask was generated from the raw magnitude image at TE2 
using FSL-BET9. Using integral-form EPT10, quantitative conductivity maps (QCMs) were reconstructed using 3D 
quadratic fitting with both magnitude- and segmentation-based weighting (MagSeg), for greater edge preservation4.  

Kernel size optimisation: In a conductivity phantom (1mm isotropic resolution, simulated at 128MHz, Sim4Life11) with 
Gaussian noise added to match the SNR of the data (mean = 13.8), the kernel radius for both the differential (kdiff) and 
integral kernels (kint)  was varied, between 4-18 mm and 4-32 mm with a stepsize of 1 mm, respectively. Mean absolute 
error (MAE) and error in the CSF were computed between the resulting conductivity maps and the ground truth. 

Segmentation optimisation: For segmentation of grey matter (GM), white matter (WM) and cerebrospinal fluid (CSF), 
we compared: SPM12 on the 2nd echo GRE magnitude image (as this was the only echo that provided consistent 
segmentation), SPM on the co-registered T1-weighted (T1w) image, and FSL-FAST13 on the same T1w image. 

Magnitude weighting optimisation: We compared magnitude echoes 2 and 5 (TE2/5), and the combined-echo 
magnitude14. The value of the δ parameter used for magnitude weighting was varied between 0.15–0.65. We also 
implemented a new method of varying δ automatically depending on phase noise levels15. 

Results and Discussion 
Denoising: Figure 1 shows that, in general, 
applying MP-PCA denoising resulted in more 
detailed conductivity maps with greater contrast. 

Kernel size: For almost all kernel sizes tested, 
the minimum MAE and CSF error were obtained 
at kdiff = 15 mm and kint >= 25 mm. Higher kint 
values achieved an even lower error, but at the 
risk of over-smoothing within the reconstructed 
image. Therefore, 25 mm was deemed the best 
compromise. 

Segmentation method: Figure 2 shows that, as expected, segmentations using the T1w image provide better contrast 
between tissue types, especially at GM-WM boundaries. FSL-FAST provided greater detail and a substantial increase (of 
0.44 S/m) in median CSF conductivity values, excluding negative values, compared to SPM. 

With denoising Without denoising Difference 

Fig. 1: Conductivity maps in an axial slice of a representative HC subject 
reconstructed without/with MP-PCA denoising. MP-PCA denoising increased 
GM-WM contrast in some regions (indicated by black arrow). 



Magnitude method: There was very little visual 
difference in conductivity maps between using 
different magnitude-weighting inputs, with 
combined-echo magnitude providing slightly 
better GM-WM contrast. For selection of δ, our 
method of automatically varying δ was optimal in 
reducing noise. 

Preliminary conductivity results in SCA vs HCs: 
The results of applying the optimised pipeline to 
the 10 subjects is shown in Figure 3. Although 
there were no statistically significant differences between groups, these preliminary results suggest that children with 
SCA exhibit greater conductivity compared to healthy controls in both GM and WM, but not in CSF. 

 

 

 

 

 

 

 

 

 
 

Conclusion 
Here, we optimised a phase-based EPT pipeline to investigate the effect of SCA on brain tissue conductivity, in Tanzanian 
children at 1.5T. Denoising and field correction were implemented. Optimal reconstruction parameters were found to be: 
kdiff = 15 mm, kint = 25 mm, FSL-FAST segmentation on the T1w image, and combined-echo magnitude input with 
automatically varying δ. This pipeline consistently produced high-quality conductivity maps and will now allow 
investigation of conductivities in the full cohort. 
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Fig. 3(a): Conductivity maps generated using the optimised EPT pipeline. Fig. 3(b): Median conductivity values for each 
tissue type, segmented using FSL-FAST on T1w images, excluding negative values. 

(b) (a) 

HC: 

SCA: 

SPM – mag (TE2) SPM – T1w FSL-FAST – T1w 

Fig. 2: Conductivity maps in an axial slice of a representative HC subject 
using different segmentation methods for EPT segmentation weighting. 
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Summary: We compared DECOMPOSE, χ-separation and χ-sepnet: 𝑅!∗-based susceptibility source separation methods. 
All provided good quality visual maps and source separation for both M and NO echo datasets. χ-sepnet was the most 
computationally efficient and precise of these methods. 

Introduction: Susceptibility source separation methods allow separation of diamagnetic and paramagnetic sources co-
located in a voxel. This is possible due to the distinct effects of susceptibility on the tissue relaxation rate and on the 
magnetic field. These contributions can be used to separate co-located sources whose susceptibilities destructively 
interfere due to their opposing sign. 

The relationship between susceptibility and relaxation rate is not straightforward. This means that, unless the transverse 
relaxation rate 𝑅! is mapped separately, to allow direct estimation of 𝑅!# from the 𝑅!∗ relaxation rate, assumptions need to 
be made about the contribution of the susceptibility to 𝑅!∗. In many clinical applications there may not be matched 𝑅! or 
spin-echo acquisitions. In these cases, there are currently three published algorithms that allow for an approximate 
separation of paramagnetic and diamagnetic sources. These are: the DECOMPOSE algorithm from Chen et al.!, χ-
separation and χ-sepnet by Shin et al.", and QSM-ARCS by Kan et al.#. Of these, all except for the most recently published 
QSM-ARCS are publicly available1. In this abstract, we compared the available algorithms on a NO-echo and a M-echo 
dataset to investigate how well their very different approaches relate and highlight potential caveats of the respective 
methods. 

Methods: The methods were compared using acquisitions with a different number of echoes. We acquired TD-GRE using 
both NOechoes and M echoes on a TT Prisma system (Siemens AG, Erlangen, Germany) in a healthy volunteer with prior 
approval from our local ethics committee during a single scan session. The acquisition parameters were: N mm# isotropic 
resolution, NMo flip angle, T-fold parallel imaging acceleration, with a NXO×OMY×NZY mm field of view. Echo times were 
(TEfirst/ΔTE/TElast) O,]T/N.MX/T] and M/Z/T^ ms with a bandwidth of ^X] Hz/pix and O^] Hz/pix for the NO and M-echo 
acquisitions, respectively. For anatomical segmentation a TN weighted MPRAGE acquisition with Nmm isotropic 
resolution was acquired. Since χ-sepnet essentially incorporates a QSMnet!-like reconstruction in the separation algorithm 
and it has been shown that DECOMPOSE is sensitive to the dipole inversion algorithm choice" all data were processed 
using the pipeline provided with χ-sepnet: Laplacian based phase unwrapping#, V-SHARP background field removal$ 
using a mask generated with FMRIB’s brain extraction tool% (BET), and QSMnet to compute input susceptibility maps. 
.As χ-separation and χ-sepnet use a combined local field map input (as opposed to separate echoes for DECOMPOSE) 
the multi-echo phase was combined using non-linear fitting& from the MEDI Toolbox prior to the processing described 
above. To generate the proxy 𝑅!’  maps used in χ-separation and χ-sepnet, 𝑅!∗ maps were computed using ARLO'(. Both 
algorithmic variations of χ-separation are included separately (MEDI+], and iLSQR regularised, these are not the input 
QSM methods). All algorithms were run with their default parameters. 

To compare the maps several brain regions of interest were segmented. The thalamus, putamen, caudate, globus pallidus 
and substantia nigra were segmented using MRICloud!!, and the corpus callosum was segmented using FreeSurfer!" on 
the TN image as it is optimal for white matter. 

Results: Figure N shows a visual comparison of the outputs from the various methods. Figure O shows ROI comparisons 
for four primarily paramagnetic and two primarily diamagnetic regions of interest. 

Discussion and Conclusions: Figure N shows that the MEDI based χ-separation algorithm suffers from artefacts 
(highlighted with red dashed circles), originating near the nasal cavity. Further, in the frontal lobe the separated maps 
look like thresholded bulk susceptibility maps (not shown). This results in no clear delineation of the substantia nigra 
which is corroborated in Figure O where the variance in the substantia nigra is much larger than the variance of any of the 
other approaches. 

 

1 χ-separation and χ-sepnet can be downloaded from the public repository at https://github.com/SNU-LIST/chi-separation. 
DECOMPOSE will be formally released with the next version of STI-Suite but is available upon request from the original authors. 



The other approaches yield similar visual results, with DECOMPOSE and χ-sepnet appearing least noisy, and χ-sepnet 
having a notably higher contrast in the diamagnetic component compared to DECOMPOSE. This contrast difference is 
not reflected in the ROI statistics in Figure O which suggest that χ-separation (especially the χ-separation iLSQR based 
method) yields better apparent separation, that is higher paramagnetic and more strongly diamagnetic (lower) mean 
values, when compared to the other approaches and the QSM. χ-separation does come with an increased variance, which 
corroborates the lower visual quality of these maps. 

Without a ground truth it is not possible to compare the accuracy of the models. In terms of precision, χ-sepnet generally 
provides the lowest variance within these ROIs, likely due to its powerful machine-learning-based denoising. 
DECOMPOSE shows the lowest sensitivity to the number of echoes but takes much longer to compute (multiple hours) 
χ-sepnet is computationally the fastest, with χ-separation in between those. 
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Figure ; Box plots comparing model outputs for four paramagnetic and two diamagnetic deep brain structures. QSM denotes the input QSMNet 
reconstruction used in the χ-separation iLSQR and MEDI approaches. DCS: diamagnetic component susceptibility and PCS: paramagnetic component 
susceptibility. 
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Figure O Axial and sagittal slices of the four different source separation algorithms (columns). 
Paramagnetic (positive) sources at the top, and diamagnetic (negative) sources at the bottom. Data 
are shown for the T-echo acquisition. Red circles denote artifacts. 
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Summary 
 

We developed a novel method combining bi-parametric (QSM+T1w) and multi-atlas segmentation approaches, 
significantly improving DGM segmentation accuracy. This method outperformed existing techniques, enhancing 
QSM-focused clinical and research applications in neurodegenerative diseases. 
 

Introduction 
 

Most publicly available methods for automated deep gray matter (DGM) segmentation are based on T1-weighted 
(T1w) contrast.1-7 Studies have demonstrated that low T1w contrast in some DGM regions can lead to poor 
segmentation results,8,9 especially in individuals with neurodegenerative diseases (e.g., multiple sclerosis).27,28 
Systematic segmentation errors can lead to bias in regional susceptibility measurements, especially in the thalamus, 
which atrophies rapidly in some neurological diseases such as multiple sclerosis, and shows particularly low T1w 
contrast.10,11 To address this limitation, studies proposed bi-parametric12 (quantitative susceptibility mapping 
[QSM]+T1w) and (longitudinal) multi-atlas-based segmentation13,14 techniques. These approaches were shown to 
improve DGM segmentation compared to single contrast atlas-based methods (e.g., only T1w); however, a method 
combining these promising efforts into a single algorithm is currently lacking.  
 

Hence, we propose to build on the existing work12-14 by merging bi-parametric and multi-atlas approaches. The 
combined method was then executed using the Advanced Normalization Tools (ANTs) joint label fusion (JLF)16, a 
function which originally segmented regions based on multiple atlases but only accepted one contrast at a time. 
Therefore, we also extended JLF toward bi-parametric contrast with equal weighting on QSM and T1w contrast12. 
Our approach performs a regional majority voting system using all bi-parametric atlases’ (N=9) warp transformation 
fields to the native subject space (e.g., a segmented region-of-interest [ROI] voxel is true [1] if 80% [7/9] of the 
atlases agree). These advancements have not yet13 reached QSM users interested in the DGM segmentation. We 
compared the segmentation outcomes from our proposed method to state-of-the-art publicly available methods1,3,5 
with manual segmentation as the ground truth (GT). 
 

Methods 
 

Subjects and data acquisition: We used our lab’s institutional database inclusive of 4540 and 691 scans with and 
without neurological disorder, respectively, to generate multiple atlases used for JLF.16 This principally-
retrospective study also enrolled five healthy subject scans for segmentation performance investigation (age average 
= 25±1 years). The study was approved by the local Ethical Standards Committee at the University at Buffalo, and a 
written informed consent form was obtained from all participants. All participants’ scans were acquired as described 
previously.17

 
 

QSM reconstruction: Raw k-space data from a single-echo gradient echo (GRE) were processed using scalar-phase-
matching18, gradient unwarping19, best-path unwrapping20, RESHARP21 and HEIDI22 to generate QSM images. 
 

GT segmentations: An experienced rater (K.Th; 2 years of experience) performed manual bi-lateral DGM (caudate, 
putamen, globus pallidus (GP), and thalamus) segmentations on each subject’s native QSM scan (N=5). 
 

Multiple (N=9) templates for JLF: We rigidly aligned the magnitude GRE images with their respective T1w images 
(T1wi) using FSL FLIRT.23 We utilized the resulting transformation matrix to register susceptibility maps to their 
respective T1wi. These registered QSM and T1wi were then used to generate multiple (9) group-specific bi-
parametric templates, utilizing low, medium, and high tertials, each for age, volume, and DGM average-
susceptibility from our lab’s overall database. Each template included an equal ratio of sex and disease 
representation, incorporating 60 subject scans per group-specific tertile, adhering to the minimum number of scans 
required for template generation.25 All templates were generated using ANTs 
(antsMultivariateTemplateConstruction2.sh).24  
 

JLF-based segmentation: A neuroimaging researcher (F.Sa; 5 years of experience) segmented the DGM regions on 
the resulting (9) templates utilized for the proposed version of the JLF. All JLF-segmented ROIs were warped to the 



native QSM space using majority voting from all (9) warp transformation fields obtained from QSM-T1w bi-
parametric (equal contrast weighting) template to native subjects’ QSM registrations.  
 

T1w-based segmentation: FIRST1, Freesurfer3, and SynthSeg5 were applied to subjects’ native T1wi. Following this, 
all ROIs were warped back on to subjects’ native QSM space using the inverse transformation obtained from the 
QSM to T1wi registration.  
 

ROI corrections: Corrections ensured each segmentation method matched the GT slice count for consistent analysis. 
 

ROI referencing and analysis: For each ROI, we calculated the regional average susceptibility, referenced it to the 
whole brain17, and computed R2 correlations and slopes compared to the GT. Additionally, we computed 
overlapping voxels for ROIs from each segmentation method (not displayed), as described earlier.26 
 

Results 
 

Figure 1 shows a representative QSM image with automated segmentations (JLF and native T1w-based methods) 
overlaid on the GT delineations. Notably, only JLF exhibits minimal voxels outside the GT ROIs (total non-overlap 
= 8%), while staying within regional boundaries. Other methods extend into the neighboring regions 
(SynthSeg=33%, Freesurfer=54%, and FIRST=50%), except for the GP ROIs using SynthSeg (visually). 
 

Figure 2 shows that JLF exhibit high correlations (average DGM R2=0.9) with the GT’s regional susceptibility 
findings. As for the other methods’ R2 correlations, they were at most, moderate (SynthSeg=0.61, Freesurfer=0.51; 
FIRST=0.45 [weak]). JLF did not under/over-estimate the susceptibility findings compared to the GT (overall DGM 
slope=1). However, other methods always underestimated the susceptibility by at least 32% (SynthSeg slope=0.68, 
Freesurfer=0.54, and FIRST=0.48), on average. None of the methods resulted in an overestimation on average. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

Discussion and Conclusion 
 

In this study, we introduced a segmentation tool that utilizes both QSM and T1wi contrasts, which are known to 
enhance registration, hence, the segmentation outcomes by utilizing the best contrast for deep brain regions in QSM 
and cortical regions in T1wi.12,15 The proposed tool outperformed publicly available segmentation methods.1,3,5 
Native T1wi image-based segmentations suffers from significant errors, as shown by us and others11-14, reducing 
statistical power11 and potentially masking group differences in prior studies. 

 

In conclusion, our proposed tool offers a versatile segmentation method due to its incorporation of the bi-parametric 
(QSM-T1w) atlases that span over a wide range of age, volume, and overall DGM susceptibility contrast. Our 
proposed tool and all atlases (with ROIs) are publicly available at 
https://gitlab.com/R01NS114227/antsjointlabelfusion_biparametric.git. Users should use both contrast atlases to 
achieve optimal segmentation outcomes. Additionally, one can apply all atlases in combination or select specific 
atlases based on the characteristics of the subject scan, utilizing our extended version of the ANTs JLF.  
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Figure 2. Slope (top) and R2 
(bottom) observed between 
automated segmentation methods’ 
(columns) susceptibility and GT’s 
susceptibility for the investigated 
regions (rows). Slope plot: 
blue=under-; red=over-estimating; 
white=comparable to the GT 
susceptibility. R2 plot: red=no and 
green=high correlation to the GT 
susceptibility. 
 

Figure 1. Darker shades=ground truth, lighter=automated segmentation 
overlap, white=non-overlapping voxels. (Red: putamen, yellow: GP, blue: 

caudate and violet: thalamus). Contrast scale = -0.08 – 0.17 ppm. 
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Summary 
 

This study evaluated the sensitivity of top-rated inversion and background removal algorithms to over-time 
susceptibility changes in deep gray matter. Our findings emphasize the importance of the algorithmic combination 
choice in QSM studies, impacting findings beyond demographics and clinical characteristics. 
 

Introduction 
 

Quantitative Susceptibility Mapping (QSM) is increasingly being applied in clinical research, particularly for 
quantifying brain iron levels in neurodegenerative diseases and studying normal aging.1-3 To foster QSM’s clinical 
translation, technical consensus recommendations4 have recently been presented. 
 

Accurate susceptibility measurements rely on precise background field removal (BFR) and dipole inversion.4 
Benchmarking studies have explored similarities, differences, and limitations of BFR and dipole inversion 
algorithms5,6,7, demonstrating that algorithms exist that can reconstruct susceptibility maps with high precision and 
accuracy when compared to a gold standard susceptibility map. However, we claim that previous benchmarking 
studies have limited practical relevance because they leave a critical question unanswered: What is the sensitivity of 
algorithms toward the detection of longitudinal changes in susceptibility? 
 

In the present study, we aimed to answer this question by investigating the sensitivity of the most widely used12-35 
and top-ranked (QSM challenge 2.07) algorithms in detecting group-level over-time changes in brain susceptibility. 
Our research extends a previous investigation presented at the 2023 ISMRM meeting8 by incorporating additional 
algorithms, optimizing algorithmic parameters in collaboration with original developers, and a direct comparison to 
putative age-related brain iron changes reported by Hallgren and Sourander (H&S) in 1958.9 
 

Methods 
 

Given the absence of an in-vivo brain susceptibility ground truth, our assessment relied on the assumption that over-
time DGM susceptibility changes in healthy adults should align with H&S’s established aging-related non-heme iron 
concentration changes.9 
 

Participants: We enrolled N=23 healthy subjects who participated in previous studies that included a specific QSM 
sequence8,10 when their age was at least 37 years. In this age range, H&S reported increasing iron in globus pallidus 
(GP), caudate, and putamen, and decreasing iron in the thalamus.9 Additionally, deep gray matter (DGM) myelin 
levels are relatively stable in this age range.37 We enrolled subjects in the order of the date of their first available 
scan to maximize follow-up time in the final dataset.  
 

Data acquisition: We acquired follow-up images on the same scanner and with the same sequence as the baseline 
scan.8 We conducted scan-rescan experiments in five subjects (four repeats with full repositioning).10 
 

QSM Reconstruction (single-echo GRE sequence):38 Best-path unwrapping11 was followed by six BFR algorithms12-

17, 4th-order polynomial fitting, 21 inversion algorithms applied to each BFR18-35, and whole brain referencing to 
minimize variation.10 For deep-learning (DL) methods, field maps were resampled to isotropic voxel size and rotated 
to axial orientation. 
 

Statistical analysis: Regional values were obtained as described earlier.10 We then determined how well over-time 
DGM susceptibility changes from each algorithmic combination (“pipeline”) correlated (R2 values were classified 
using Cohen's guidelines39) with putative H&S DGM iron changes (derived using regional equations provided by 
H&S).9 This was computed by converting each subject’s regional susceptibility values at baseline and follow-up to 
iron concentrations using a previously determined conversion factor (13.2 ppb/mg iron/100g-wet-weight for ferritin 
at 36.5°C; regression equation specific to the gray matter).40 Following this, we calculated a previously introduced 
average DGM sensitivity metric8 (over-time change / reproducibility) for each pipeline (PS).  
 

Results 
 

Correlation with and overestimation of putative over-time iron changes (Fig. 1): All but two pipelines demonstrated 
a significant linear correlation (p<0.05, R2 threshold=0.02). Out of the remaining 124 pipelines, 71 pipelines (57%) 



overestimated putative iron concentrations by at least a factor of two (slope≥2). DirTIK with PDF (slope=1.04), SDI 
with VSHARP (1.12), RESHARP (1.13), LBV (1.07) and PDF (0.87), and iLSQR with RESHARP (1.07), estimated 
over-time changes close to the putative iron changes (slope between 0.9 and 1.1). 19 pipelines exhibited low 
correlations (R2≤0.12), 63 exhibited medium correlations (≥0.13 and ≤0.25), while the rest (44) showed high 
correlations (≥0.26). Seven pipelines stood out within the 95th percentile (≥0.35): RESHARP with MATV, AMP-PE, 
LSQR, MEDI+0, iSWIM, and MEDI+0* (w/o CSF-regularization), and SHARP with MEDI+0 (in descending 
order). 
 

Overall PS (Fig. 2): Most pipelines detected H&S-consistent over-time changes (non-translucent boxes in heat 
maps). However, only HEIDI, L1-QSM, LSQR, STAR, iLSQR, and iSWIM were H&S-consistent regardless of the 
BFR choice.  
 

Most inversion algorithms, except for DeepQSM, QSMnet+, WH-FANSI, and IterTK, exhibited high sensitivity and 
H&S-consistent over-time changes with SHARP-based BFRs (RESHARP, SHARP, VSHARP). RESHARP+AMP-
PE, HEIDI, and LSQR portrayed the highest sensitivity (5.49, 5.38, and 4.97, respectively – 95th percentile). 

 

Discussion and Conclusion 
 

This study is the first comprehensive analysis of the impact of both BFR and inversion algorithm choice on the 
detection of real-world group-level susceptibility differences. The findings underscore the critical influence of 
algorithmic choices in QSM processing on ability to detect physiological changes in the brain. This finding has 
profound implications for clinical research and trials where QSM is used as a biomarker for disease progression. Our 
study also indicates the need for standardized QSM reconstruction pipeline to enhance comparability across studies. 
 

The potential for bias in study outcomes due to observed discrepancies in over-time changes with some algorithm 
configurations (Fig. 2 – translucent boxes) is alarming and will require further investigation. Increased robustness of 
SHARP-based BFRs, in line with the previous findings36, may be related to the intrinsic low-pass filtering capability 
and spatial averaging of the spherical convolution. Residual transceiver-phase contributions in our data may have 
amplified these effects.4  
 

In conclusion, pipelines using RESHARP with AMP-PE, HEIDI, or LSQR inversion showed the highest overall 
sensitivity and, hence, should be considered first-choice for clinical research.  
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Fig. 2. Average DGM sensitivity metric. Each row corresponds to a BFR 
algorithm, while each column represents an inversion algorithm. Translucent 

boxes are indicative of pipelines excluded due to susceptibility changes 
incompatible with H&S in at least one of the ROIs. Green indicates high 

sensitivity, while vice versa for red. 

 

Fig. 1. R2 (top) and slope (bottom – white =1) observed between 
DGM over-time susceptibility changes and putative iron changes. 

Pipelines within the slope plot that exhibited non-significant 
Pearson correlation (p>0.05) were excluded (depicted using X in 

the heatmap). DeepQSM*: in-house developed. 
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Summary: This study aims to validate the orientation dependence of the mesoscopic Larmor frequency shifts from 
white matter axonal microstructure using Monte-Carlo simulations. Our results confirm that dMRI can account for 
microscopic magnetic anisotropy from WM microstructure in susceptibility imaging. 

Introduction: Magnetic susceptibility imaging offers insights into the chemical composition and microstructural 
organization of tissue1. Estimating susceptibility in white matter (WM) from the MRI signal phase is challenging due to 

the axonal magnetic microstructure inducing an anisotropic mesoscopic frequency shift Ω
Meso

 that depends on every 
axon’s direction relative to the B0 field. Our recent work2,3 (QSM+) illustrates how this anisotropy depends on the 
axonal fiber orientation distribution function (fODF). However, it has yet to be validated if a) the MRI signal phase can 
be used to estimate the mean magnetic field Δ𝐁𝐁 as is assumed in QSM+, and b) if the fODF, estimated using diffusion 

MRI, can predict the anisotropy of Ω
Meso

 in realistic white matter. These are the goals of this study. 

Methods: We conducted Monte-Carlo simulations using eight publicly available mesoscopically sized white matter 
axon phantoms4,5 (see figure 1A), segmented from the corpus callosum and cingulum of sham and traumatic brain 
injury (TBI) rats (four each). Resolution was 0.1μm and the phantom dimensions was roughly 200 × 100 × 60 μm 
across each of the phantoms. We simulated a Pulsed Gradient Spin Echo (PGSE) experiment, focusing on particles in 
the intra-axonal space. The PGSE signal was generated with 𝑏𝑏 = 0,1,3,4,5,7,10 ms/μm2, and with 𝐠𝐠� along 30 gradient 
directions for 𝑏𝑏 < 5 ms/μm2 , and 60 directions for the remaining. The directions were generated using electrostatic 
repulsion4. The diffusion times used were Δ = 10, 40, 70, 100 ms, while the gradient pulse duration was 𝛿𝛿 = 0.83 μs 
like the MC time step 𝛿𝛿𝑡𝑡. The expansion coefficients 𝑝𝑝𝑙𝑙𝑙𝑙(Δ) of the apparent fODF was estimated by fitting the Standard 
Model (SM) of Diffusion in WM, modified to include intra-axonal axial kurtosis6,7. For part a) we investigated the 
feasibility of estimating Ω𝑎𝑎(𝐁𝐁𝟎𝟎) = 𝛾𝛾𝐁𝐁�TΔ𝐁𝐁𝑎𝑎(𝐁𝐁𝟎𝟎), the mean intra-axonal magnetic field, from either the frequency shift 
ΩMGE of a multi-gradient echo signal (MGE) at times 𝑡𝑡 = 0,5, … ,40 ms, or ΩASE from an asymmetric spin echo (ASE) 
with echo time 𝑇𝑇𝐸𝐸 = 80 ms and delays Δ𝑇𝑇𝐸𝐸 = 0,5, … ,20 ms. We tested this for 3T and 7T, with 𝐁𝐁� along 13 different 
directions found by electrostatic repulsion4, and with 𝜒𝜒 = −100 ppb.8 The frequencies were estimated from fitting the 
measured phases to either a linear or third order polynomial. 𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 and (Δ𝑇𝑇𝐸𝐸)𝑚𝑚𝑚𝑚𝑚𝑚  indicate the maximum time used in 
the fit. For part b) the l=2 spherical harmonic expansion coefficients 𝑝𝑝2𝑚𝑚(Δ) of the dMRI estimated fODF were used to 

estimate Ω
Meso

(𝐁𝐁0; Δ) with Eq. (1) for each diffusion time Δ. Ω
Meso

(𝐁𝐁0; Δ) was compared to Ω𝑎𝑎(𝐁𝐁𝟎𝟎), estimated 
directly from the intra-axonal mean magnetic field 𝐁𝐁�TΔ𝐁𝐁𝑎𝑎(𝐁𝐁𝟎𝟎), by computing the normalized RMSE (NRMSE), cf. Eq. 
(2), normalized by the range of Ω𝑎𝑎(𝐁𝐁𝟎𝟎). We also tested the estimation accuracy of 𝜒𝜒 by measuring Ω𝑎𝑎(𝐁𝐁𝟎𝟎) at multiple 
orientations 𝐁𝐁�. This was done by estimating a scalar value 𝛽𝛽 from minimizing the least squares difference described by 
Eq. (3), such that 𝛽𝛽 = 1 corresponds to a perfect susceptibility fit. 

Ω
Meso

(𝐁𝐁0; Δ, 𝜒𝜒) = −𝛾𝛾𝐵𝐵0𝜒𝜒
1
15
∑ 𝑝𝑝2𝑚𝑚(Δ)2
𝑚𝑚=−2 𝑌𝑌2𝑚𝑚�𝐁𝐁��,   (1)                 NRMSE(Δ) =

� 1
N𝐁𝐁�

∑ �Ω
Meso

(𝐁𝐁0;Δ)−Ω𝑎𝑎(𝐁𝐁0)�
2

𝐁𝐁�

max�Ω𝑎𝑎(𝐁𝐁0)�−min�Ω𝑎𝑎(𝐁𝐁0)�
,   (2)           

𝛽𝛽(Δ) = argmin𝜒𝜒′ ∑ �Ω
Meso

(𝐁𝐁0; Δ, 𝜒𝜒′) − Ω𝑎𝑎(𝐁𝐁0)�
2

/𝜒𝜒𝐁𝐁�    (3). 

Results: a) The results are presented for one SHAM and one TBI brain, showing reproducibility across all eight 
phantoms.  Figure 1B shows mean ratios �ΩMGE(𝐁𝐁𝟎𝟎)/Ω𝑎𝑎(𝐁𝐁𝟎𝟎)�

𝐁𝐁�
 and �ΩASE(𝐁𝐁𝟎𝟎)/Ω𝑎𝑎(𝐁𝐁𝟎𝟎)�

𝐁𝐁�
 averaged over different 𝐁𝐁𝟎𝟎 

directions. We found ΩASE(𝐁𝐁𝟎𝟎) estimated  Ω𝑎𝑎(𝐁𝐁𝟎𝟎) best, especially at 7T, while at 3T, both sequences could estimate 
Ω𝑎𝑎(𝐁𝐁𝟎𝟎) well for all 𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 and (Δ𝑇𝑇𝐸𝐸)𝑚𝑚𝑚𝑚𝑚𝑚  considered here. b) Figure 1C shows great agreement between Ω𝑎𝑎(𝐁𝐁𝟎𝟎) and the 

estimated frequency shift Ω
Meso

(𝐁𝐁0; Δ = 70 ms) at 7T. This is also reflected in an NRMSE of less than 8% for all 
phantoms. The 𝛽𝛽 value was best estimated when Δ = 100 ms, differing by less than 10% for all 8 phantoms. These 



findings suggests that the fODF obtained from diffusion MRI can help account for mesoscopic frequency shifts in MRI 
measurements 

Discussion and Conclusions: Our results demonstrate the potential of using the diffusion-derived fODF to improve 
estimation of magnetic susceptibility in MRI. By incorporating structural anisotropy into susceptibility models, as in 
QSM+, we can better understand and interpret MRI data in WM. Future work will focus on validating these findings for 
extra-axonal water and exploring the impact of more complex microstructural features on susceptibility measurements.  

 

Figures – A: Axon and myelin phantoms used for MC simulation. B: Mean ratio across B0 directions between the mean intra-axonal 
frequency shift Ωa and the estimated shift from fitting either a 1st or 3rd order polynomial to the phase of the MGE or ASE simulated 

signal. C: First row: Estimated frequency shift Ω
Meso

, cf. Eq. (1), using fODF estimated from simulated dMRI signal. Second row: 

Normalized RMSE between Ωa and Ω
Meso

 cf. Eq. (3). Third row: Fitted normalized susceptibility β cf. Eq. (3). 
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Summary 
 

This study evaluated the impact of parameter settings for widely-used background field removal algorithms 
correction on QSM sensitivity. Our findings demonstrate an urgent need for improved algorithm evaluation and 
parameter selection procedures. 
 

Introduction 
 

When applying QSM for in vivo medical research, sensitivity to detecting over-time changes is one of the most 
critical characteristics. A recent study demonstrated variable sensitivity to long-term susceptibility changes in the 
deep gray matter (DGM) across different inversion algorithms.1 Interestingly, algorithms that were top-ranked in 
the latest QSM challenge,2 i.e. featured small nRMSE against the simulated ground truth, did not exhibit top-
ranking sensitivity in the real world. These findings1 prompted us to hypothesize that the evaluations (nRMSE) 
performed using a single simulated brain map in the QSM challenge,2 and widely-used approaches to optimize 
algorithmic parameters (e.g., L-curve optimization3) are not effective means to achieve optimal sensitivity in 
clinical applications.  
 

In this study, we investigated the sensitivity of the top-ranked1 BFR algorithms5-7 over a wide range of regularization 
(λ) values, including those suggested in the original publications4 or in email communications with the authors. We 
also evaluated the widely-used MEDI inversion algorithm8, known for its visual variability with changes in 
regularization parameters. Our goal was to determine if the recommended regularization parameters were optimal 
for the detection of susceptibility changes, thus optimized for clinical applications. 
 

Methods 
 

Theory: Assessing the sensitivity to over-time changes in the absence of in-vivo brain susceptibility ground truth is 
challenging. Our assessment employed the established aging-related non-heme iron concentration changes reported 
by Hallgren and Sourander10 for DGM (thalamus, caudate, putamen, and globus pallidus) in healthy adults. We 
tested how well susceptibility changes observed with QSM align with the reported concentration changes. Myelin 
content in DGM was assumed to be stable in our cohort’s age range.11 
 

Participants and data acquisition: As described previously, N=23 (average age=57±9 [39-73 IQR]) and N=5 (25±1 
[24-26]) healthy subjects were enrolled for over-time changes1 and reproducibility9 analysis, respectively. The 
median time between baseline and follow-up scans was 10.0 years [11.5-13.0]. 
 
 

QSM Reconstruction (single-echo GRE sequence): Best-path unwrapping12 was followed by three BFR algorithms,5-

7 each with 15 λ values uniformly distributed in log-scale (range for SHARP and VSHARP = 0.0031-0.0430; 
RESHARP = 0.0000001-0.1), including the λ value that was deemed as optimal for each algorithm (SHARP and 
VSHARP = 0.0074; RESHARP = 0.0001 [recommended by Dr. Hongfu Sun] and 0.005 as per L-curve). 
Subsequently, 4th order polynomial fitting was applied to RESHARP as per the guidance from its author (Dr. Hongfu 
Sun). Following BFR, HEIDI,13 LSQR,13 and AMP-PE14 (highly sensitive previously)1 were applied and whole 
brain referencing to minimize variation.9 Additionally, we performed dipole inversion using the MEDI8 algorithm 
across a wide range (1-100000) of its λ values on the background corrected field maps from “optimal” λ for each 
BFR. We termed BFR+inversion as “pipeline” in this investigation. 
 

Statistical analysis: We analyzed regional mean susceptibility values using a study-specific bi-parametric QSM-T1w 
atlas.15 We assessed scan-rescan reproducibility by the inter-subject mean of the regional subject-level standard 
deviation of the scan-rescan susceptibility maps.9 We quantified sensitivity toward longitudinal changes as the ratio 
of over-time change to scan-rescan reproducibility.1 
 

Results 
 

Figure 1 visualizes the background-corrected field maps from each BFR over a range of λ values. Clear under- and 
over-regularization are evident in SHARP and VSHARP. As for RESHARP, the tolerance level led to the results 



being stagnant around λ=8·10-7 and lower, without overly under-regularized solutions. Figure 2 shows the effect of 
the chosen λ on the pipelines’ average DGM sensitivity outcome.  
 

Pipeline Sensitivity (PS) (Fig. 2): Variable sensitivities were observed, ranging from 1.1-6.2 in SHARP (1st panel), 
1.0-6.8 in VSHARP (2nd panel), and 2.0-6.9 in RESHARP (3rd panel). SHARP and VSHARP with under- or over-
regularized field maps lead to H&S-inconsistent over-time changes (gray boxes). Only RESHARP with HEIDI or 
LSQR were H&S-consistent over a wide λ-range (exception: 0.01). The highest overall sensitivity in the DGM was 
achieved with λ = 0.0128 in SHARP, 0.0156 in VSHARP, and 0.001 in RESHARP.  
 

Variable usable λ range (in the 50th percentile): RESHARP portrayed the highest number (N=6) of λ values (0.0001-
0.012) that showcased good sensitivity, while only N=5 and 4 values portrayed good sensitivity for SHARP 
(0.0085-0.0191) and VSHARP (0.0104-0.0191), respectively.  
 

Sensitivity of “optimal” λ: Compared to the highest sensitivity outcome, SHARP (red λ value in Fig. 2) and 
VSHARP (red) achieved 36% and 52% lower sensitivity with the “optimal” λ value, respectively. RESHARP 
achieved 23% (red) and 14% (orange) lower sensitivity with the “optimal” λ, compared to the highest sensitivity. 
For the MEDI algorithm, the effect of different λ values on sensitivity was low compared to the effects of BFR 
regularization (top three panels of Fig. 2).  
 

Fig. 1 (Left). Background corrected field maps in native space of a 
representative healthy subject (reproducibility cohort; 24 years old 
male) from each BFR algorithm over a range of alternative λ values. 
Contrast range: -1 rad (black) to +1 rad (white). 
 

Fig. 2 (Right). Average DGM Sensitivity Metric. Panels: BFR (first 3; last is MEDI inversion). Rows: inversion algorithms 
(MEDI: BFRs in rows). Columns: λ values; red for author-suggested, orange for L-curve obtained values. Pipelines with 
incompatible regional changes are masked (gray). Green=high sensitivity, red=low. 
 

Discussion and conclusion: This study is the first comprehensive analysis of how over- and under-regularization in 
BFR and inversion steps affect the detection of real-world group-level susceptibility differences. 
 

Our findings suggest that neither L-curve nor RMSE optimization methods lead to the optimal algorithmic 
configuration for detecting susceptibility differences in a clinical scenario, thus limiting their practicality in 
research or clinical settings 
 

Nonetheless, the approach used in this study is not feasible to use for optimizing algorithms for every lab due to the 
limited availability of a dataset like ours. Therefore, future research should focus on clinically applicable ways of 
optimizing the parameters that go beyond the approaches used today, such as L-curve/RMSE. Moreover, we 
advocate the QSM committee to shift their focus on developing numerical models that account for over-time 
changes, rather than focusing on a single brain at a single time point.2 These models could be useful for both 
comparing inter-/intra-algorithmic performances and for optimizing them. This strategy, in turn, would aim to 
promote standardized QSM pipeline usage while enhancing robustness in detecting group differences and over-time 
changes in both control subjects and patients with neurological diseases.  
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Summary 

We compared three magnetic susceptibility source separation algorithms applied to multi-echo gradient echo data in the 
head and neck in 10 subjects. Inter-subject variance and contrast of the resulting source separation varied across 
algorithms tested. 𝜒-sepnet achieved clear muscle-fat contrast in the neck and low susceptibility variance in the glands.  

Introduction 

Recently, several techniques have been proposed to quantify the relative contributions to magnetic susceptibility (𝜒) of 
paramagnetic and diamagnetic compartments within each voxel.1-7 Such techniques typically rely on the assumption 
that 𝑅ଶ

ᇱ  is related to absolute susceptibility, while phase is affected by both para- and diamagnetic sources.6 As such, 
many source-separation techniques require a spin-echo-based 𝑅ଶ estimate, or make simplifying assumptions about the 
relationship between 𝑅ଶ and 𝑅ଶ

∗.1,2,5 The DECOMPOSE method fits multi-echo data to a three-pool model to estimate 
susceptibility sources without the need for 𝑅ଶ

ᇱ .4 These techniques have been used in the brain,7 but the head and neck 
(HN) region presents unique challenges including fat-water phase artefacts,  and greater air-tissue interfaces, flow 
effects, and physiological motion. In this study, we compared the results of susceptibility source separation using three 
methods applied to GRE data in the head and neck. 

Methods 

This analysis was applied retrospectively to four-echo GRE data acquired from ten healthy subjects using a 3T Achieva 
system (Philips, Netherlands). Acquisition parameters were: 𝑇𝑅 = 22 ms, 𝑇𝐸ଵ = Δ𝑇𝐸 = 4.61 ms, flip angle 12°, 
resolution 1.25 × 1.25 × 1.25 mm, 𝐹𝑂𝑉 = 240 × 240 × 240 mm. Complex data were denoised using MP-PCA8 and 
fit across echoes.9 Field maps were unwrapped using SEGUE10 and background fields removed using V-SHARP11 with 
a 22mm kernel width. QSMs were calculated using Star QSM12 and the results were used to calculate para- and 
diamagnetic maps using 𝜒-separation (with iLSQR regularization)3 and 𝜒-sepnet. The above pipeline was applied to 
GRE data from each echo individually, and the resulting single-echo QSMs were used to estimate para- and 
diamagnetic signal compartments using DECOMPOSE.4 

Regions of interest (ROIs) in the brain (thalamus, caudate nucleus, putamen, and globus pallidus) were segmented 
automatically from first-echo magnitude GRE images using FSL FIRST13 and ROIs in HN (submandibular gland, 
parotid gland, and several lymph nodes) were obtained by manual segmentation checked by an experienced radiologist. 
Average values of paramagnetic and diamagnetic susceptibility were compared in each ROI.  

Results 

Figure 1 shows a visual 
comparison of the source 
separation methods in a 
representative subject. Each 
method achieved source 
separation, although the 
contrast varies. 𝜒-sepnet 
achieved clear muscle-fat 
contrast in the posterior 
neck (yellow and red 
arrows). DECOMPOSE 
produced more uniform 
values in the ROIs. 

Figure 2 shows average 
values of component 
susceptibilities in each 
ROI.  

Figure 1. Axial slices of the neck from one subject showing GRE first-echo magnitude 
data (with ROIs outlined), susceptibility map from Star QSM, and para- and diamagnetic 
susceptibility maps from three separation algorithms. 



Discussion and Conclusions 

The challenges of QSM in the neck are exemplified by the Star QSM results, where the submandibular gland has large 
𝜒 variations, and in the posterior neck there are strong fat-water effects at the muscle boundaries (Figure 1, yellow 
arrow). These phenomena propagate into the para- and diamagnetic susceptibility maps produced by 𝜒-separation, 
where the 𝜒 component values are higher than other methods in the neck (probably driven by noise, Figures 1 & 2) but 
lower in the brain (Figure 2). 

DECOMPOSE estimated paramagnetic 𝜒 components with lower variance than the other methods in all ROIs except 
the thalamus. Diamagnetic 𝜒 values from DECOMPOSE had lower variance in HN ROIs, but in deep-brain ROIs  
𝜒-sepnet produced the most consistent diamagnetic results. Across all ROIs, the total 𝜒 from DECOMPOSE was more 
diamagnetic than the results of other methods (not shown). Venous vessels such as the internal jugular veins (Figure 1, 
green arrows) have strong signal in the first-echo GRE magnitude and are expected to be strongly paramagnetic due to 
the presence of deoxyhemoglobin, but they are not obviously elevated in paramagnetic component maps, likely due to 
inflow effects.  

There are several limitations to this study. The DECOMPOSE multi-compartment model ideally uses five echoes for 
fitting and is underdetermined with this four-echo dataset. 𝜒-sepnet was trained on brain data at 1-mm resolution, and so 
may not perform optimally on these 1.25-mm-resolution data. Finally, there are no ground truth values available, nor 
comparable source-separated results in the literature, so it is necessary to rely on visual inspection and differences 
across subjects to compare these methods qualitatively. 

In conclusion, susceptibility source separation using only GRE data is possible in the head and neck, but further work is 
needed to validate the resulting maps and regional values. 
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Summary: EPR can detect paramagnetic ions in human brain tissue. These ions could contribute to the contrast found in 

QSM. The acquisition of EPR spectra of several brain regions evaluated the magnetic behavior of Fe3+, copper and ferritin 

simulated peaks with variable temperature. Copper peaks absorption showed to be the most linear with the inverse of 

temperature between different subjects, while high-spin iron and ferritin behavior is more heterogeneous.     

 

Introduction: The increasing of metals accumulation in the human brain, mainly iron and copper, is naturally caused by 

the aging process [1]. The disbalance of these concentrations can induce cellular death or the development of neurode-

generative diseases, such as Parkinson and Alzheimer. In the last decade, researchers have developed qMRI techniques, 

such as “Quantitative Susceptibility Mapping” (QSM), to quantify the magnetic susceptibility [2]. Yet, the contrast source 

of this technique is under investigation. “Electron Paramagnetic Resonance” (EPR) is technique sensitive to paramagnetic 

ions, such as Fe3+ high-spin (FeHs), copper (Cu) and ferritin systems (Ft), an iron-based protein. These paramagnetic ions 

could strongly contribute to the contrast found in human brain QSM. This study aims to investigate the magnetic behavior 

as function of the temperature of paramagnetic species in human brain tissue. Few studies tried the following described 

methodology, but at that time, they just had few brain regions and just one typical subject [3]. 

 

Methods: Gray matter sample from 9 different brain regions was extracted from 8 ex-vivo subjects (ages between 50-80 

y.o.) and then lyophilizated to remove ~80% of water content. EPR spectra were acquired in a X-band spectrometer in 

9.15 GHz frequency, 2 mW of power, field sweep from 50 mT to 550 mT (modulation = 1 mT), with single acquisition 

time of 2 minutes in several temperatures from -80ºC to 20ºC (steps of 20ºC). The spectra pre-processing steps included 

the subtraction of cavity signal and baseline correction, followed by the simulation of each peak (FeHs, Cu and Ft) using 

EasySpin matlab toolbox. Absorption values of the spectra were calculated by the 2nd integral from each simulated peak.  

 

Results: Figure 1.a shows the results of a single brain structure (left putamen) for one typical subject, while figure 1.b 

shows the absorption patterns of the same brain structure for all typical subjects.  

 

 

 

 

 

 

 

 

 

 

 

  

Figure 1 – (a) EPR spectra and simulated curves at different temperatures for left putamen of one typical subject; (b) Absorption as a 

function of the inverse of temperature for FeHs, Cu and Ft (2nd integral of the simulated peak) of left putamen for all typical subjects. 

 

Discussion and Conclusions: The left putamen EPR spectra maintained its peak shape characteristic throughout the 

temperatures in this range, which all FeHs, Cu and Ft peaks slightly increased their intensity amplitude with the decrease 

of temperature, showing dependence of these paramagnetic species with this variable. The 2nd integral produced strong 

linear behavior in Cu peaks absorption with temperature between all the subjects, representing a classical Curie paramag-

netism (χ = C/T, where χ is the magnetic suceptibility, C is the Curie constant and T is the temperature), while FeHs and 

Ft follows other magnetic behavior and are heterogeneous between different subjects. As both had similar line-shaped 

pattern, it could be that Ft components has some impact in FeHs environment in all explored temperatures, or vice-versa. 

FeHs 

Cu peaks 

Ft 

a) b) 



Some researchers studied the Ft absorption behavior in wider temperature intervals [3],[4]. Bussoni et al. [4] used similar 

EPR analyzes for Ft absorption as a function of temperature in human-liver sample, from 5 K to 210 K. They found a 

non-linear curve whose maximum absorption value was obtained at 100 K, which was called “blocking temperature”, and 

from that point to lower temperatures, the absorption values dropped again. This results showed that Ft is a iron-protein 

in which its magnetic behavior changes over wide temperature ranges, which was not observed in FeHs and Cu environ-

ments at all. However, the Cu magnetic behavior showed to be the most linear and stable with temperature. Our results 

expressed here was also observed in the other 8 brain regions available for all typical subjects. 

 

References:  

[1] Hallgren, B. et al., “The effect of age on the non-haemin iron in the human brain”. Journal of Neurochemistry, vol. 3, no. 1, pp. 

762-772, 2015. doi:10.1111/j.1471-4159.1958.tb12607.x 

[2] Langkammer, C. et al. “Quantitative susceptibility mapping (QSM) as a means to measure iron? A post mortem validation study”. 

NeuroImage, vol. 62, no. 3, pp. 1593-1599, 2012. doi:10.1016/j.neuroimage.2012.05.049 

[3] Otsuka, F. S. et al. “Quantification of paramagnetic ions in human brain tissue using EPR”. Brazilian Journal of Physics, vol. 52, 

no. 4, pp. 272-276, 2022. doi:10.1007/s13538-022-01098-4 

[4] Bussoni, L. et al. “In-depth magnetometry and EPR analysis of the spin structure of human-liver ferritin: from DC to 9 GHz”. 

Physical Chemistry Chemical Physics, vol. 25, no. 40, pp. 27694-27717, 2023. doi:10.1039/d3cp01358h 

https://doi.org/10.1111/j.1471-4159.1958.tb12607.x
https://doi.org/10.1016/j.neuroimage.2012.05.049
https://doi.org/10.1007/s13538-022-01098-4
https://doi.org/doi:10.1039/d3cp01358h


Paramagnetic and Diamagnetic Susceptibility as a Novel Possible Biomarker for  
Assessing Striatal Dopaminergic Pathway Dysfunction in Prodromal Alpha-Synuclein Disease 

Oliver C. Kiersnowski1, Laura Falcitano1, Francesco Calizzano2, Pietro Mattioli1,2, Beatrice Orso2, Federico Massa1, Mattia Losa1, 
Andrea Diociasi1, Stefano Raffa1, Gianmario Sambuceti1,2, Silvia Morbelli3, Elisa Pelosin2, Laura Avanzino2, Chunlei Liu4, Matteo 

Pardini1,2, Dario Arnaldi1,2, Luca Roccatagliata1,2, Mauro Costagli1,2 

1IRCCS Ospedale Policlinico San Martino, Genova, Italy; 2University of Genova, Genova, Italy; 3University of Turin, Turin, Italy; 
4University of California, Berkeley, USA 

Summary: Paramagnetic and diamagnetic component susceptibility correlate with DAT-SPECT Z-scores in the 
substantia nigra and striatum. Therefore, source-separated susceptibility holds promise as a biomarker for assessing 
dysfunction of the striatal dopaminergic pathway, key for the evaluation of prodromal and overt alpha-synuclein disease.  

Introduction: Parkinson’s disease (PD) and dementia with Lewy bodies (DLB) are part of a group of neurodegenerative 
diseases that exhibit abnormal accumulation of the protein alpha-synuclein (aSyn) in the brain1. Degeneration of 
substantia nigra (SN) neurons, a biomarker for neuronal aSyn diseases2, leads to dysfunction in the striatal dopaminergic 
pathway, assessed clinically using the dopamine transporter (DAT) single photon emission tomography (SPECT) scan3. 
Patients with prodromal forms of aSyn diseases, including rapid eye movement behavioural disorder (RBD) and 
prodromal DLB (pDLB), are at high risk of developing overt aSyn diseases4. DAT-SPECT is a predictor of 
phenoconversion5: Z-score analysis from DAT-SPECT aids in both the diagnosis of overt neuronal aSyn and the risk 
assessment of phenoconversion of prodromal aSyn diseases. Quantitative susceptibility mapping (QSM)6 has identified 
changes in magnetic susceptibility (𝜒) in the SN between healthy controls and overt aSyn diseases, e.g. PD7,8, and recent 
work has identified SN 𝜒 changes in RBD patients9. Striatal binding ratios (SBRs), measured from DAT-SPECT in the 
striatum, have been shown to significantly correlate with 𝜒 in the striatum in overt aSyn patients10 and 𝜒 in the SN in 
RBD patients9. However, QSM provides bulk 𝜒 estimates averaging the effects of paramagnetic (𝜒!) and diamagnetic 
(𝜒") sources. For the first time, we used the novel susceptibility-source separation technique DECOMPOSE11, alongside 
standard QSM, to investigate changes in mean 𝜒, the paramagnetic and diamagnetic component susceptibility (PCS and 
DCS, respectively) and 𝑅#∗ among prodromal and overt aSyn patients compared to healthy controls. We investigate the 
correlations between susceptibility measures (𝜒, PCS and DCS) and DAT-SPECT Z-scores, to test if source-separated 
magnetic susceptibility can be a potential biomarker for assessing the quality of the nigrostriatal pathway in prodromal 
aSyn patients.  

Methods: A total of 78 subjects, including 23 healthy controls (HC), 30 prodromal aSyn (RBD & pDLB) and 25 overt 
aSyn (PD & DLB) (OaSyn) patients were included. All subjects underwent a multi-echo 3D-GRE MRI sequence on a 3T 
Siemens MR system with eight echoes at TE1/DTE = 5.6/5.6 ms; TR = 51 ms; FA = 18º; 1 mm isotropic resolution; 
224x224x144 matrix size; GRAPPA = 2; PF = 6/7 in both PE directions; BW = 340 Hz/px; adaptive coil combine; TA = 
8 m 45 s. Subjects with prodromal aSyn disease also underwent a DAT-SPECT scan and were further split into prodromal-
negative (PNaSyn: 11 subjects) and prodromal-positive (PPaSyn: 19 subjects) groups based on having a normal or altered 
DAT-SPECT, respectively, using a threshold Z-score = -1 in the most affected putamen12. Age-corrected DAT-SPECT 
Z-scores in the whole left and right striatum, caudate and putamen were recorded. Susceptibility maps from standard 
QSM were reconstructed according to the RIN Neuroimaging Network consensus13. PCS and DCS maps were calculated 
using DECOMPOSE11. Regional average 𝜒, PCS, DCS and 𝑅#∗ in the SN, caudate, putamen and striatum (caudate and 
putamen) were measured. ROIs were segmented using MRI Cloud14,15. Regional values were age-corrected by 
residualizing the effect of age from a linear fit within each region in the HC group. One-way ANOVA comparing age-
corrected 𝜒, PCS, DCS and 𝑅#∗ values across all four groups were carried out. To explicitly compare mean SN values 
across all groups, post-hoc pairwise t-tests with false discovery rate (FDR) correction were performed. Within the 
prodromal group, DAT-SPECT Z-scores of left and right ROIs were linearly correlated via multiple linear regressions 
with left and right 𝜒, PCS and DCS in the SN, caudate, putamen and striatum.  

Figure 1 – Age-corrected 𝜒 and PCS in the 
substantia nigra against disease group. 
Post-hoc and FDR-corrected t-tests 
indicate higher 𝜒 and PCS in the PPaSyn 
and OaSyn groups compared to the HC and 
PNaSyn groups, and higher PCS in the 
PPaSyn group than the PNaSyn group. 
There were no significant differences in 
R2* and DCS between groups (not shown). 

 



Results: ANOVA tests indicated significant differences between groups in 𝜒 and PCS with post-hoc t-tests revealing 
significantly higher SN 𝜒 and PCS in OaSyn and PPaSyn patients compared to HCs (Figure 1). OaSyn patients also had 
higher SN 𝜒 and PCS than PNaSyn patients, but PPaSyn patients only had higher PCS than PNaSyn patients without a 
significant difference in 𝜒. Significant negative correlations were found between DAT-SPECT Z-scores in the striatum, 
putamen and caudate with 𝜒 and PCS in the SN (Figure 2, top row), with correlation strength consistently higher for PCS 
compared to 𝜒. Additional correlations were identified between DAT-SPECT Z-scores and DCS in the striatum and 
putamen (Figure 2, bottom row). 

 

Discussion and Conclusions: Significant increases in SN 𝜒 and PCS in OaSyn and PPaSyn patients compared to HCs 
agree with literature9,16 and are attributable to iron accumulation. Increases in SN PCS between PPaSyn and PNaSyn 
patients, with and without altered DAT-SPECT, respectively, suggest that susceptibility-source separation by 
DECOMPOSE can detect more subtle differences between prodromal aSyn disease compared to standard QSM. It also 
indicates that DECOMPOSE can identify PCS alterations in prodromal patients prior to exhibiting symptoms of overt 
aSyn. This is reinforced by the absence of a significant difference between PPaSyn and OaSyn patients, suggesting that 
the alteration of the SN begins in the prodromal phase of aSyn. This furthers the finding by Li et al17 that iron accumulation 
occurs early in the PD disease trajectory, whereby SN 𝜒 differences were observed between PD patients and HCs, but not 
between PD patients of different stages, i.e. stage I vs stage IV. Furthermore, we identified significant negative 
correlations between 𝜒 and PCS in the SN with DAT-SPECT Z-scores in the striatum, putamen and caudate in prodromal 
aSyn patients. The deterioration of the dopaminergic pathway as assessed by DAT-SPECT is linked to the deterioration 
of the nigrostriatal neurons that originate in the SN and project into the striatum. Therefore, it is not surprising that a 
lower Z-score, reflecting higher dysfunction, would correlate with a higher iron content in the SN, given that iron in the 
SN induces cell loss and aSyn aggregation18. We also identified correlations between DAT-SPECT and DCS in the 
striatum and putamen. DCS is a biomarker of diamagnetic material, 𝜒", such as myelin, which sheaths neurons, therefore, 
a loss of neurons due to deterioration or atrophy would result in a reduced DCS. Given these findings and that DAT-
SPECT is costly, limited in its availability and exposes patients to ionizing radiation, 𝜒, and in particular, PCS and DCS 
holds promise as an alternative, less invasive biomarker to measure nigrostriatal pathway damage in aSyn disease.  
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Figure 2 – DAT-SPECT Z-scores in 
the striatum, putamen, and caudate 
correlate with PCS in the substantia 
nigra (top row). The same correlations 
were found for 𝜒 (not shown). These 
are attributable to iron accumulation in 
the SN. Z-scores correlate 
significantly with DCS in the striatum 
and putamen (bottom row), 
attributable to neuronal loss in the 
striatum. These results show that both 
SN PCS and striatal DCS may act as a 
novel non-invasive MRI biomarker 
for assessing dysfunction of the 
nigrostriatal pathway.  
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Summary: Respiratory and cardiac noise affects 2D-EPI phase images more than magnitude images and is found to be 
echo-dependent, with longer echo times suffering from a greater level of both respiratory and cardiac noise. Cardiac-
based noise is found to collocate with blood vessels, most easily visible at shorter echo times. Therefore, pre-processing 
for functional QSM should employ physiological noise correction to better observe functional activations.    

Introduction: Functional QSM (fQSM) is a relatively recent extension of traditional QSM1–3 to functional brain 
mapping4–7 and data for fQSM is typically obtained using a 2D-EPI sequence, i.e. the same acquisition sequence as that 
for conventional functional MRI (fMRI) blood-oxygenation level dependent (BOLD) imaging. However, instead of 
identifying activations based on T2*-weighted signal changes from the magnitude of the complex MRI signal as is done 
in conventional fMRI, it leverages on the information embedded in the phase. fQSM offers additional information to that 
of BOLD contrast. The main advantages of fQSM over fMRI include providing a quantitative measure of magnetic 
susceptibility changes over time, and the images are virtually void of the spurious, nonlocal signal alterations, known as 
blooming artefacts, that are commonly present in conventional fMRI8. Taken together, these two properties enable fQSM 
to provide a quantitative assessment of a precisely localized response.  

BOLD fMRI data are often affected by unavoidable physiological noise arising from respiration and cardiac-based noise, 
which can reduce the visibility of true neuronal activation and sometimes appear as false activations themselves9. Data is 
often denoised using some sort of physiological noise modelling, for example with the well-established RETROICOR 
approach that utilises external recordings of the cardiac and respiratory signal10. For typical fMRI data acquired at 3T, 
this correction, which relies on the signal magnitude only, reduces the temporal variance by 5 to 10%11. The impact of 
physiological noise is known to affect EPI phase to a greater extent than the magnitude signal12,13, however, the effect of 
physiological noise correction (PNC) and in particular its effect on EPI-phase and fQSM, has not been thoroughly 
investigated. Here we present data demonstrating that PNC has a much larger impact on the phase data than on magnitude 
data, and that the difference PNC makes is echo-time dependent for both magnitude and phase data. 

Methods: Multi-echo 2D-EPI data was acquired on a Siemens Prisma MRI scanner. Subjects were presented with 
flickering checkerboard stimuli with a stimulus duration of 0.5 s and an inter-stimulus interval of either 16 or 24 s. Four 
male subjects (average age, 47.2 years) underwent three functional runs, each one consisting of 200 to 205 functional 
volumes. For each time volume, 4 echoes were acquired with TE = 14.4, 35.3, 56.1, 77.0 ms and TR = 1.6 s. Sixty slices 
with thickness of 2.0 mm were acquired with a Field of View of 220 mm and imaging matrix of 110×110, resulting in 
voxels of size 2.0×2.0×2.0 mm3. A multiband factor of 4, iPat of 3, and 7/8 partial Fourier were used. For all EPI runs, 
both magnitude and phase images were saved. For PNC, pulse oximetry and respiration data were acquired simultaneously 
with the EPI scans using a BioPac MP150 system. For PNC, the real and imaginary components of the complex-valued 
images were fed to an in-house RETROICOR program, separately. The phase images were calculated from the resulting 
physiological noise-corrected real and imaginary images. 

To assess the PNC effectiveness, relative variance (!!") maps were calculated as follows: a variance (!") map for both 
magnitude and SEGUE14 unwrapped phase images at each TE was reconstructed by calculating the variance of the time-
series for each voxel. Variance maps were calculated both before and after PNC was applied; the relative variance is then 
the ratio of the PNC-corrected data variance map to that of the uncorrected data, that is: !!"	= σ2afterPNC / σ2beforePNC. The 
expected values of !!" are in the range between 0 and 1 and the smaller !!" is, the more effective PNC was for that voxel. 

Results: Figure 1 shows relative variance maps of the phase data for a representative functional run for one subject. 
Images in the first row show the relative variance maps that underwent PNC using both the cardiac and respiratory signals.  
PNC has a larger impact at longer TE values, as is evident via visual inspection of the !!" maps, which also show smaller 
average !!" values in the brain mask for longer TEs. The impact of PNC on phase data is over four times larger than that 
on the magnitude data: for comparison, the respective !!" maps for PNC on magnitude data are shown in Figure 2.  

Images in rows 2 and 3 of Figure 1 represent the !!" maps of phase data when either only the respiratory or the cardiac 
signals are used for PNC, respectively. These images demonstrate that the majority of the correction originates from the 



use of the respiratory signal. At longer TE values, some anatomical details start to become apparent in the relative variance 
maps of phase images, such as the cerebrospinal fluid in the ventricles. The dominant contribution to this effect originates 
from the respiration signal. The cardiac signal contributes to the reduction of the relative variance of phase image 
timeseries by a much smaller extent, and its effect does not increase as clearly with TE. Indeed, the contribution of the 
cardiac signal to the reduction of the relative variance of phase image is most apparent at short TE, in anatomical structures 
that co-locate with blood vessels (Figure 1, red circles).  

 

 

Discussion and Conclusions: These results show that physiological noise correction has a larger impact on functional 
phase data than magnitude data. This is an indication that the image phase is more impacted by physiological noise than 
the image magnitude, which is in line with the known effect of noise on phase compared to magnitude12,13. Therefore, 
PNC using RETROICOR successfully identifies and removes physiological noise from phase and PNC should be 
included as an important step in the pre-processing pipeline of fQSM data. Future work will investigate the effects of 
PNC on fQSM activations. 
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Figure 1: The effect of 
physiological noise correction for 
both respiratory and cardiac noise 
signals on EPI phase and their 
echo time dependence. As the 
echo time increases, a greater 
amount of respiratory and cardiac 
noise is removed (top row) with 
average relative variance (!!,#$% ) 
of 0.87 compared to 0.77 for the 
first and last echoes, respectively. 
The same trends are found for 
separate respiratory and cardiac 
correction (middle and bottom 
rows). Cardiac noise correction 
co-locates with blood vessels, 
which is observable at earlier echo 
times compared to later echo 
times (red ellipses).  

Figure 2: The effect of PNC on 
the EPI magnitude. Compared to 
phase (Figure 1), magnitude 
images are not as affected by 
respiration and cardiac noise 
correction and show less echo 
time dependence. 
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Summary: We show that previously observed fEPT activations may be attributable to BOLD magnitude contrast 

introduced by temporally dynamic T2
*-weighted (T2

*w) input kernels used for EPT reconstruction. We show that fEPT 

activations persist even when using temporally invariant input kernels. 

Introduction: Phase-based electrical properties tomography (EPT), which calculates tissue electrical conductivities from 

the MRI transceive phase ( 𝜑0 )1, has shown potential to detect brain functional activations2-7. However, the 

biophysiological mechanisms underlying the observed conductivity changes remain unclear6. We recently demonstrated 

fEPT7 using a general linear model (GLM) approach with the canonical hemodynamic response function (HRF)8, by 

reconstructing each brain conductivity map in the time series using the MagSeg EPT method9 to minimise noise and 

boundary artefacts. In this method, the 𝜑0 gradient was first estimated by polynomial fitting10 then the conductivity was 

calculated via the surface integral of the gradient11. Within each dynamic of the time series, the CNR-optimal echo-

combined12 T2
*w magnitude image was used to weight of the polynomial fitting, and tissue segmentations13 from this 

image were used to restrict the 3D kernels for the fitting and the integration surface. Although significant conductivity 

changes were observed within primary visual cortex7, it is unclear whether those variations may have arisen from the 

temporally varying T2
*w magnitude weights and tissue segmentations. Therefore, here we compared three methods to 

reconstruct conductivity maps using temporally static (invariant) magnitude weights and tissue segmentations, and 

investigated the effect of temporally dynamic (varying)  T2
*w inputs on fEPT. 

Methods: Four healthy volunteers (HVs) were scanned using a high-resolution multi-echo GRE-EPI sequence14 at 3T, 

with a visual stimulus paradigm of an 8 Hz flickering checkerboard alternated with a white screen in 15.6 s blocks. The 

complex data were used to calculate 𝜑0, as described previously7 and above. To provide temporally invariant kernels, we 

performed optimal echo-combination12 of the T2
*w magnitude images for each volume (dynamic) and calculated the mean 

over all 70 volumes. T1w images were acquired using a 1-mm isotropic MPRAGE sequence. We then reconstructed 

conductivity maps using MagSeg9 with different magnitude (Fig. 1a) and segmentation (Fig. 1b) kernels using: a) T2
*w 

magnitude from each dynamic (temporally dynamic with T2
*w); b) mean T2

*w (temporally static with T2
*w); c) T1w 

image (temporally static with T1w); and d) mean T2
*w magnitude weighting and T1w-segmentation. 

To measure the reconstructed 

EPT quality, we calculated the 

temporal signal-to-noise ratio 

(tSNR) of each conductivity map 

time series. To avoid any bias 

introduced by preprocessing14, 

no filtering or smoothing was 

applied to the conductivity maps 

prior to the functional analysis. 

We analysed the EPT time series 

using SPM128 as reported 

previously7 and compared the 

functional activation results. As a 

control for spurious fEPT 

activations, ME GRE-EPI data 

were also acquired in one of the 

volunteers without a visual 

stimulus, and processed 

identically. 

Results and Discussion: While EPTs reconstructed with different inputs are visually comparable (Fig. 1c-d), the 

reconstructions using temporally static inputs demonstrate higher tSNR (Fig. 1e). In all subjects, compared with EPTs 

with dynamic T2
*w inputs (Figs. 2a and 3a), using static inputs provided more localised clusters of functional activations 

in fEPT, with the activations within visual area largely reduced or absent (Figs. 2b-d and 3b-d). Fewer activations than 

with static T2
*w inputs (Figs. 2b and 3b) were found with static T1w inputs (Figs. 2c and 3c) or with T1-based segmentation 

Figure 1 – In HV1, different magnitude images used to weight the polynomial fitting (a); 

Tissue segmentations derived from corresponding magnitude images in Fig. 1a using SPM13 

(b); Single-volume EPT maps reconstructed using different inputs for magnitude weighting 

and tissue segmentation (c); Temporal median conductivity maps over 70 coregistered EPT 

maps (d); Maximum intensity projection (MIP) of the temporal SNR (tSNR) of the 70 

coregistered EPT maps (e). 



(Figs. 2d and 3d). Only very few scattered voxels were activated in the absence of a visual stimulus (Fig. 2e), suggesting 

activated fEPT clusters with static inputs (Figs. 2b-d, 3b-d) are not due to type 1 error. The reduced activations within the 

primary visual cortex in fEPT with static vs. dynamic inputs suggests that magnitude BOLD contrast may have 

contributed via magnitude weights and/or tissue segmentations to the fEPT activations observed when using temporally 

dynamic T2
*w inputs for MagSeg EPT reconstruction. We also observed inter-subject variability in fEPT (Figs. 2 and 3), 

regardless of the magnitude weighting and tissue segmentations inputs used for EPT reconstruction.  

Conclusions: We have demonstrated that BOLD contrast in T2
*w magnitude images may have contributed to apparent 

fEPT activations obtained using a GLM with a canonical HRF, via temporally dynamic T2
*w magnitude inputs for EPT 

reconstruction. Using temporally static inputs, fEPT activations were still found in various brain regions, but with large 

inter-subject variability. 
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Figure 2 – Positive (red) and negative (blue) functional activations in 

HV1. The maximum intensity projection (MIP) of T-statistics 

(p<0.001) for: EPT time series reconstructed using different tissue 

segmentations and magnitude weighting inputs (a-d); EPTs 

reconstructed using temporally static T2
*w inputs from an acquisition 

without visual stimulation (e). Figure 3 – Positive (red) and negative (blue) functional 

activations in HV2 (top), HV3 (middle) and HV4 

(bottom). MIP of T-statistics (p<0.001) for the EPT time 

series reconstructed using different tissue segmentations 

and magnitude weighting inputs (a-d).  
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Summary: QSM + qBOLD oxygen extraction fraction (OEF) mapping is applied to sickle cell anaemia (SCA), revealing 

widespread OEF increases throughout the brain. Low haematocrit in SCA is shown to drive elevated OEF estimates. 

Introduction: Sickle cell anaemia (SCA) is a genetic blood disorder defined by the presence of abnormal sickle 

haemoglobin, which becomes polymerized in the deoxygenated state. Complications in the brain, such as stroke, cognitive 

deficit and chronic neuropathic pain, occur secondary to microcirculatory obstruction, ischaemia and inflammation [1]. 

A key marker of brain health is the cerebral metabolic rate of oxygen consumption (CMRO2), determined by the product 

of cerebral blood flow (CBF), arterial oxygen content (CaO2) and 

tissue oxygen extraction fraction (OEF) [2]. Autoregulatory 

mechanisms in the brain can lead to increases in CBF and/or OEF 

to maintain sufficient CMRO2 levels for brain function in 

situations of increased metabolic demand, or, in the context of 

SCA, reduced CaO2 due to anaemia [3]. CBF increases are well 

documented in SCA [4], but studies of OEF in SCA show diverse 

results, with microvascular shunting, in which elevated flow 

reduces time for blood-tissue oxygen exchange, potentially 

explaining findings of reduced OEF [5]. 

Several imaging methods exist to estimate OEF in the brain, with 

invasive 15O PET representing the gold standard [6]. Previous 

work investigating OEF changes in SCA have found conflicting 

results, primarily due to differences in calibration models used in 

T2 relaxation under spin tagging (TRUST) methods [7,8]. Prior 

studies using QSM based measurements have found reduced 

venous oxygen saturation in the straight and superior sagittal 

sinuses, consistent with elevated OEF [8]. In addition, studies 

using asymmetric spin echo (ASE) sequences to map voxel-wise 

OEF found significantly elevated OEF compared to controls, 

particularly in regions vulnerable to stroke [9, 10]. 

QSM + qBOLD (QQ), a novel MRI technique for OEF mapping, 

combines the phase (QSM) and magnitude (qBOLD) information 

from multi-echo gradient echo (ME-GRE) sequences and has been found to provide comparable OEF estimates to the 

gold-standard [11]. An extension to the QQ method, QQ-CCTV [12], combines temporal clustering, in which voxels with 

similar magnitude signal evolution are assumed to have similar model parameters, and tissue-type information, where 

clusters are divided into grey matter, white matter and CSF components. Total variation regularization is further used in 

model fitting to impose spatial smoothness. 

In this work, we used QQ-CCTV to investigate OEF changes in 

the brain in SCA. This builds on previous work applying QQ to 

the paediatric subset of our study cohort [13], by accounting for 

the effect of reduced haematocrit in SCA patients on the estimated 

OEF values. 

Methods: 90 SCA patients (18.0±9.9 years, 44 male) and 33 

healthy age and race matched controls (18.9±10 years, 16 male) 

were imaged on a 3T Siemens Magnetom Prisma system with a 

64-channel head RF coil. 3D ME-GRE images were acquired with 

parameters: TE1 = 3ms, ΔTE = 4ms, 7 echoes, TR = 38ms, flip 

angle = 15°, resolution = 1.15 x 1.15 x 1.15 mm3. T1-weighted 

MP-RAGE images were also acquired at 1 mm3 resolution.  

Figure 1: Left: OEF map and QSM (ppb) in a 

representative control subject. Right: OEF map and 

QSM in a representative SCA patient 

 

Figure 2: Left: OEF map calculated in a 15-year-old female 

SCA patient using default haematocrit value (47%).  Right: 

OEF map calculated in the same patient using measured 

venous haematocrit of 26%. The mean whole-brain OEFs 

(mean±sd) are shown beside each map. 



The QQ-CCTV algorithm was 

applied to estimate OEF maps and 

QSMs from the ME-GRE 

magnitude and phase data. QSMs 

were obtained using a MEDI 

toolbox pipeline, consisting of 

linear phase gradient correction, 

nonlinear field fitting, region-

growing phase unwrapping, 

projection onto dipole fields (PDF) 

background field removal and 

CSF-referenced MEDI+0 dipole 

inversion [14]. The combined QSM 

and qBOLD cost function was then 

minimized to jointly estimate 

venous blood oxygenation (Yv), transverse relaxation rate (R2), non-blood susceptibility (χnb), venous blood volume 

fraction (v) and initial signal intensity (S0). OEF was estimated from Yv as OEF = 1-Yv/Ya, where Ya is the arterial blood 

oxygenation, assumed to be 0.98 for both SCA patients and controls.  

For the SCA patients, venous haematocrit (Hctv) values were taken from the closest blood test to the MRI scan date. 

Measurements of Hctv were not available for the controls in this study, so reference values were obtained from the 

literature [15]. Capillary haematocrit (Hct) was estimated as a constant fraction of Hctv, taken to be Hct = 0.759 * Hctv 

for both SCA patients and controls. We investigated the relationship between Hctv and mean whole-brain OEF by linear 

regression and compared OEF values between patients and controls. Independent of changes to other variables, OEF is 

expected to vary inversely with Hct (OEF ∝ 1/Hct). Therefore, a power law model was also fit to the data. 

Results: SCA patients had significantly lower haemocrit (26.6±4.9%) than controls (40.4±2.5%). Example SCA and 

control OEF maps and QSMs are shown in Figure 1. An example SCA OEF map calculated with and without correction 

for low haematocrit is shown in Figure 2, showing increased OEF throughout the brain when Hct is accounted for. Figure 

3 shows a plot of mean whole-brain OEF as a function of Hct, fitted linear and power law curves and corresponding fit 

parameters. Both models identified a significant negative relationship between OEF and Hct, with the power law model 

exponent estimated to be -0.69±0.05. Whole-brain OEF in SCA (40.9±7.9%) was significantly elevated compared to 

controls (30.9±4.9%), as shown in the box plot in Figure 3. 

Discussion and Conclusions: We found significantly elevated OEF throughout the brain in SCA, with whole brain OEF 

measures agreeing with previous results from ASE OEF mapping studies [9,10]. The inclusion of measured haematocrit 

in the QQ model resulted in large increases in OEF in the SCA patients (Fig. 2) compared to our previous work [13]. The 

deviation of the exponent of the fitted power law model (Fig. 3) from -1 suggests that coupled changes to other QQ 

parameters in SCA may partially mediate the relationship between OEF and Hct. Future work will investigate these 

relationships further. We aim to apply this method to a separate SCA study in which control haematocrit measurements 

are available, overcoming the limitation of estimated Hct in controls in this study. These results will also be combined 

with ASL CBF mapping to obtain regional measures of CMRO2, to further elucidate mechanisms of brain injury in SCA. 
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Figure 3: Left: Whole-brain OEF as a function of Hct with fitted linear (blue) and power 

law (red) curves and 95% confidence intervals. Right: Box plot of whole brain OEF in 

SCA patients and controls, with (***) indicating statistical significance at p<0.001. 
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Summary: We developed a physics-based method to assess electrical properties (EPs) reconstructions based on the 

discrepancy between measured and predicted B1+ fields from reconstructed EPs maps. This can be used to increase 

confidence for both physics based and deep learning based in-vivo reconstructions.  

Introduction: In MR Electrical Properties Tomography (EPT), Electrical Properties (EPs, conductivity σ and relative 

permittivity εr) are reconstructed from measured complex radiofrequency B1
+ fields. Physics-based reconstruction 

methods are widely used, but generally suffer from noise and errors at tissue interfaces, which lead to large variations in 

the reconstructed EP maps. On the other hand, deep learning based reconstructions are more robust to these errors, but 

suffer from generalization problems (e.g. lower accuracy in pathologies). Overall, it is difficult to evaluate EPT 

reconstructions in-vivo, since ground truth EPs are not available. These problems lead to low confidence in the 

reconstructed EPs, which hampers clinical translation. 

To solve these problems, we presented a physics-based method to evaluate EPs reconstructions by computing complex 

B1
+ maps based on EPs as input and using the discrepancy between the measured and predicted B1

+ maps as quality metric 

[1]. Here, we refined the methodology, validated the model with simulated and measured data and further investigated 

the effect of erroneous input EPs on the resulting discrepancy maps. 

Methods: Under the assumption ∂Bz=0, the EPs are related to the measureable complex B1
+ field by [2]:  
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By approximating the derivative operators with central finite difference (FD) schemes, the complex B1
+ field in a certain 

voxel can be expressed in the complex permittivity εc and the B1
+ field of neighboring voxels, yielding a recurrent relation: 

𝐵𝑖+1 =
𝐴𝐵𝑖

6
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− 𝜇0𝜔
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This relation is then recurrently applied while imposing closed loop Dirichlet boundary conditions (BC) for B (retrieved 

from MRI measurements), until the difference between subsequent iterations is below convergence limit C, at which point 

the B1
+ matching the EPs and BCs has been estimated.  

The estimated B1
+ field is dependent on the EP map used as input. Therefore, the discrepancy 𝐷𝜙 = 𝜙+̂ − 𝜙+ and 𝐷𝑀 =

|𝐵1
+̂| − |𝐵1

+| between the estimated and measured B1
+ phase and magnitude give information about the error in input EPs. 

Such discrepancy maps give an indication how good the total fields match, but they do not show localized errors in the 

underlying EPs. Analogous to phase/magnitude only EPT, this can instead be represented by the 2nd order derivative of 

the discrepancy maps: 𝐿𝜑 = ∇2 (𝑆(𝐷ф)) /µ0𝜔 and 𝐿𝑀 = ∇2(𝑆(𝐷𝑀))/µ0𝜔, where S is a (Gaussian) smoothing function 

to overcome noise effects.  

Three experiments were done: 1: to validate the model, model accuracy and error maps were studied using simulated 

brain data (Sim4Life, ZMT Zurich) [3], where ground truth EPs were used as input, both with and without the assumption 

∂Bz=0. 2: to test the model sensitivity in measurement setting, 3 spherical phantoms with known EPs (σ=0.41, 0.51, 0.61 

S/m, εr=78) were scanned with a 3 T Ingenia CX (Philips Healthcare, Best, The Netherlands). The transceive phase was 

acquired using a 3D bSSFP (1 mm3 isotropic resolution); |B1
+| was aquired using DREAM (1x1x3 mm3 resolution). Next, 

B1
+ maps were estimated and evaluated (Dφ maps) for all combinations of reference EPs and measured complex B1

+ maps. 

3: to show the application of model evaluation in practice and to see if known EPT errors can be identified with evaluation, 

Helmholtz EPT (H-EPT) with 11x11x11 kernel mean smoothing (both phase only and complex) is done for sphere 3.  

ω=Larmor frequency 

εc= ε0εr-iσ/ω (complex 

permittivity) 

µ0=vacuum permeability 
𝑔𝑥,𝑦,𝑧 = 𝜕𝑥,𝑦,𝑧ln⁡(𝜀𝑐) 

B [N x 1]=B1
+ vector at iteration i and i+1 

A [N x N]=Sparse FD operators on off-diagonal 

E [N x 1]=Complex permittivity 

h=Resolution 



Figure 1: Model validation using simulated brain data. Estimations without Bz show a small discrepancy between measured  predicted 

B1
+ fields, especially around the ventricles. This is resolved by including Bz, showing that the model is accurate in simulation setting.  

Figure 3: Evaluation of the error in estimated phase maps using as input: 

GT EPs (first row), filtered phase only H-EPT (second row) and filtered 

H-EPT (third row). Arrows indicate erroneous conductivity 

reconstruction as result of an imaging artifact. 

Figure 2: Sphere phantom experiment, including 

three spheres with varying conductivity. Correct input 

EPs gives low differences (diagonal), while incorrect 

input EPs give higher differences (off-diagonal). 

Results: Figure 1 shows the accuracy of the model estimation (which takes ~30 seconds for a volume with ~ 1 million 

voxels) with and without Bz, using the ground truth EPs as input. Complex B1
+ estimations show accurate results in the 

realistic case (when excluding non measureable Bz), but expanding the model by including Bz further decreases the 

discrepancies, as expected. These low errors validate the model and show how the Bz term influences B1
+ predictions.  

 

 

 

 

 

 

 

 

 

Figure 2 shows discrepancy maps (Dф) for the sphere phantoms. For every sphere, three B1
+ estimations were done, using 

all reference conductivity values. It is clear that for the correct input EPs, discrepancies are low, while differences increase 

for larger errors in input EPs. This experiment indicates that the method is capable of detecting errors in conductivity 

maps below 0.1 S/m.  

Figure 3 shows the application of the evaluation pipeline for H-EPT reconstruction. With GT EPs as input, errors in Dф 

are low. With phase only EPT as input, known to overestimate EPs, larger errors are observed in the Dф and Lф maps. H-

EPT shows a lower error in comparison, reflecting the known higher accuracy of |B1
+| inclusion. Additionally, larger 

errors can be seen (see arrows) on the right side of the phantom, corresponding to an area with a reconstruction from an 

imaging artifact. This illustrates the capability of the method to indicate areas with erroneous conductivity reconstructions. 

 

 

 

Discussion and Conclusions: In this work, we have shown that accurate B1
+ prediction from input EPs is possible using 

the developed model despite the absence of Bz information. We have also demonstrated in measurements that the method 

is capable of distinguishing conductivity differences of 0.1 S/m in phantoms. A disadvantage of the method is the need 

for inclusion of the relative permittivity, which is more difficult to estimate with EPT. For the phantom experiments in 

this work we solved this by using water permittivity as input. Additionally, further work should focus on application of 

the method in-vivo.  
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Summary: This study reveals that erroneous 𝑅2
∗ values in vessels caused by flow-induced displacement artifacts are a 

potential source of vessel artifacts in 𝜒-separation maps, as demonstrated through a computer simulation and an in-vivo 

experiment. 

Introduction: 𝜒-separation is an advanced quantitative susceptibility mapping (QSM) method that generates para- (𝜒𝑝𝑎𝑟𝑎) 

and diamagnetic susceptibility maps (𝜒𝑑𝑖𝑎), potentially reflecting iron and myelin distribution, respectively [1]. However, 

the reconstructed susceptibility maps report inaccurate values within and near large vessels, which is regarded as errors 

called vessel artifacts. This study explores flow-induced displacement artifacts [2–4] in multi-echo GRE as a potential 

source of vessel artifacts in 𝜒-separation, utilizing a computer simulation and an in-vivo experiment.  

Methods:  

[Flow phantom simulation] To assess the effect of flow-related displacement artifacts to the 𝑅2
∗  maps, a phantom 

simulation was conducted. The simulation consisted of three steps: 

(1) Phantom construction A 3D phantom was created with two compartments: static compartment and flowing 

compartment. The voxel size of the phantom was 1 × 1 × 1 mm3 and the matrix size of the phantom was 50 × 30 × 50. 

Each voxel in the static compartment contained 10 spins, while each voxel in the flowing compartment included 100 

spins. The flowing spins moved at a velocity of 20 cm/s within the flowing compartment (Fig. 1a, red arrows). 

(2) Simulated data acquisition Assuming the phase offset and field inhomogeneity are negligible, the k-space signal at 

time 𝑡 is expressed as follows: 

𝑠(𝑡) = ∫ 𝑚(𝐫(0)) ∙ 𝑒−𝑅2
∗𝑡 ∙ 𝑒−𝑗∙𝛾 ∫ 𝐆(𝜏)∙𝐫(𝜏)𝑑𝜏

𝑡
0 𝑑𝐫                                                       (𝐸𝑞. 1).  

where 𝑚(𝐫) is the magnetization of a spin at position 𝐫, 𝛾 is the gyromagnetic ratio, 𝐆 is the imaging gradient fields, and 

𝑅2
∗ is the transverse relaxation rate. Using a simplified multi-echo GRE monopolar sequence (Fig. 1a), the phase evolution 

of each spin was calculated at each time step (Δ𝑡 = 0.08 ms). The k-space signal was then determined using (𝐸𝑞. 1) by 

summing the complex signals from all spins. Echo times were set to be 6, 14, 22, 30, 38 and 46 ms, and the transverse 

relaxation rate (𝑅2
∗) was set to 25 Hz. The simulated k-space data were then Fourier transformed to acquire the multi-echo 

complex images. 

(3) 𝑹𝟐
∗  fitting An 𝑅2

∗ map was generated by fitting a mono-exponential decay curve to the multi-echo magnitude images 

in a voxel-wise manner. The fitting was conducted using a nonlinear least squares solver (lsqnonlin, MATLAB 2016b). 

Two ROIs were defined: one within the flowing compartment (Fig. 1c, red box in 𝑅2
∗ map) and the other near the flowing 

compartment (Fig. 1c, blue box in 𝑅2
∗ map). Signal decay curves for each ROI were then analyzed.  

[In-vivo experiment] An in-vivo experiment was performed to explore the effect of the flow-induced displacement 

artifacts on 𝜒-separation. One subject data from a previous study was used (local IRB approved) [1]. The data included 

1 × 1 × 1 mm3  multi-echo GRE data with 6 head orientations (flow compensated on the first echo only) and 

1 × 1 × 2 mm3 2D multi-echo spin-echo (MESE) data. Phase processing was conducted adhering to the QSM consensus 

paper [5]: phase unwrapping – ROMEO [6], echo combination – weighted echo averaging [7], background field removal 

– V-SHARP [8]. An 𝑅2
∗ map was generated by voxel-wisely fitting a mono-exponential decay function, and an 𝑅2 map 

was created by dictionary matching using StimFit [9]. The 𝑅2
′  map was calculated (𝑅2

′ = 𝑅2
∗  −  𝑅2), and negative values 

were set to zero. Finally, 𝜒𝑝𝑎𝑟𝑎 and 𝜒𝑑𝑖𝑎  maps were reconstructed using 𝜒-separation-COSMOS [10].  

Results: As shown in the magnitude images in Fig. 1b, the flowing compartment shifts in the phase encoding direction 

as echo time increases. When the 𝑅2
∗ map and signal decay curves within and near the flowing compartment are examined 

(Fig. 1c), the signal in the flowing compartment disappears as echo time increases (Fig. 1c, red box in decay curve), 

resulting in an erroneously elevated 𝑅2
∗ for mono-exponential fitting. Conversely, the signal increases along with echo 

time in a nearby static compartment where the flowing compartment signal has shifted (Fig. 1c, blue box in decay curve), 

causing 𝑅2
∗ to converge to near-zero. 



 Large vessel regions in the in-vivo data are illustrated in Fig. 1d. The erroneously increased 𝑅2
∗  values in vessel regions 

and decreased 𝑅2
∗ values near vessel regions, caused by flow-induced displacement artifacts, propagate to 𝑅2

′ , leading to 

vessel artifacts in both 𝜒𝑝𝑎𝑟𝑎 and 𝜒𝑑𝑖𝑎 maps. 

Discussion and Conclusions: Based on the biophysical model of 𝜒 -separation [1], 𝜒 -separation algorithm with 

erroneously increased (or decreased) 𝑅2
′  results in overestimated (or underestimated) 𝜒𝑝𝑎𝑟𝑎 and 𝜒𝑑𝑖𝑎 . Our experiments 

demonstrate that flow-induced displacement artifacts cause erroneous 𝑅2
∗, leading to inaccurate 𝑅2

′ , and consequently 

erroneous 𝜒𝑝𝑎𝑟𝑎 and 𝜒𝑑𝑖𝑎  maps. Therefore, flow-induced displacement artifacts are one of the potential sources of vessel 

artifacts in 𝜒-separation.  

 While not discussed in this study, more factors may induce vessel-related artifacts. Field inhomogeneity due to 

susceptibility differences between vessels and tissues, which was ignored in this study, also induces blurring in the readout 

direction, potentially affecting the 𝑅2
∗ maps [4]. Additionally, because regions with flow do not satisfy the static dephasing 

regime assumed by 𝜒-separation [1], estimating susceptibility values in vessels becomes more challenging. Recently 

(ISMRM 2024, Singapore, abstract #2457), a vessel segmentation algorithm for 𝜒-separation was proposed to exclude 

vessel artifacts for reliable 𝜒-separation analysis. 

 

Figure 1. (a) The simulation phantom and multi-echo GRE monopolar sequence. (b) Multi-echo magnitude images from the simulation. 

The flowing compartment shifts in the phase encoding direction. (c) 𝑅2
∗ fitting & signal decay curve. The signal absence due to shift of 

the flowing compartment results in increased 𝑅2
∗ values, whereas signal increase in the nearby static compartment causes 𝑅2

∗ values to 

converge to near-zero. (d) In-vivo experiment. Vessel artifacts in 𝜒-separation maps exhibit a similar tendency to artifacts in the 𝑅2
∗ 

map, implying that flow-induced displacement artifacts can be a potential source of vessel artifacts. 
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Summary: Multi-contrast MRI, combined with deep learning, can synthesize myelin and iron stainings, giving ex vivo 

information for insights into histology and more.  

Introduction: Myelin and iron are key to understanding neurodegenerative diseases1. However, these substances can be 

assessed by histology only2. A non-invasive magnetic resonance imaging (MRI) reveals these brain tissue properties in 

different contrasts. QSM and R2* are promising contrasts for analyzing iron in deep gray matter, but the QSM shows a 

negative correlation with myelination for white matter regions3. Thus, understanding the connection between the brain’s 

microscopic structure and the properties of in vivo MRI still needs to be improved. Our research could support this field 

by using deep learning to synthesize myelin and iron stainings from various MRI contrasts. This technique can enhance 

our understanding of brain development, function, and diseases, offering a promising future for medical imaging and 

histology. 

Methods: This study was approved by the ethics committee of the Medical University of Vienna (EK Nr. 1727/2014). A 

human cadaver head of an 88-year-old female was imaged using a 7T Siemens MAGNETOM system. T1 weighted 

images were acquired using an MP2RAGE sequence, and a multi-echo gradient echo was used to create QSM and R2* 

images. After the MRI, the brain was prepared for histological staining. Myelin staining was performed using the Luxol 

fast blue with periodic acid Schiff method; iron staining was performed using the diaminobenzidine-enhanced Turnbull 

blue (TBB) staining method3. All stainings were digitized at a resolution of 800 pixels per inch (0.03175 mm/pixel) using 

an Agfa Duoscan® photo scanner and saved uncompressed in “tif” format. 

Histogram matching was performed before MRI to histology registration to increase registration accuracy. Registration 

between myelin stainings and T1-weighted images was performed using a combination of manual landmarks and non-

linear registration using the minc-toolbox4. All MRI contrasts were transformed into the histology space using the T1 to 

myelin transformation. 

All MR images were downsampled to 256 x 256 pixels, followed by skull stripping with fslbet5 and corrected for B1 

inhomogeneity with N4BiasFieldCorrection6. Normalization of all means equal to zero and a standard deviation of 1 was 

performed to increase the model's generalizability. The training subject was divided into 80 slices for training and each 

10 for validation and testing. Data augmentation for rotation and scaling was performed to increase the training dataset 

to 160. 

Firstly, T1, R2*, and QSM were used as the input images, and myelin staining as a ground truth. The Generative Adver-

sarial Network (GAN) was established with seven inner residual blocks. The attention layer was attached to the last three 

layers to capture the long-distance dependency of crucial details. Adam optimizer was used for both generator and dis-

criminator with initial learning rates at 0.0001 and 0.0004, respectively. The different rates helped to stabilize the model's 

training. L1 loss and perceptual loss were added besides conventional adversarial loss to increase the performance of 

capturing image fidelity.7. The network was trained for 12,500 iterations until it converged. According to a study by 

Fukunaga et al., myelin and iron could exist in the same voxel8. Therefore, the myelin staining image was another input 

for iron staining synthesized model training. The generated myelin from the first model was used as an input for the iron 

prediction at the inference step. 

Peak Signal-to-Noise Ratio (PSNR) was used to evaluate the quality of the reconstructed image, and Structural Similarity 

Index (SSIM) was used to assess the perceptual quality of the synthesized image. 

Results: The GAN models could generate myelin and iron histology stainings from multi-contrast MRI (Figure 1c-d). 

Adding myelin histology as input to the model contributed to better results for iron staining prediction (Table 1). 

Moreover, despite the limited training dataset, the network provided good results for other ex vivo and in vivo datasets 

(Figure 2e-h) with the limitation of including micro details of histology that need improvement. A combination of T1, 

R2*, and QSM gave lower PSNR and SSIM; when using only T1 as input, the model could predict overall brain anatomy, 

but including R2* and QSM added more details in synthesized images, especially deep gray matter region which has 

different iron content between ex vivo and in vivo subjects (Figure 1i-j). 



Discussion and Conclusions: These synthesized histology stainings offer detailed ex vivo information, which could be 

extended to various tissue properties. More training subjects are necessary to improve network performance. Overcoming 

limitations requires first improving image registration between MRI and histology stainings. Additionally, the color 

version of histology stainings could provide richer information than the grayscale image. By employing deep learning 

techniques, we generated brain histology images by combining MR data from various contrasts, contributing to 

identifying essential markers in histology. 

 

 Myelin Staining  Iron Staining 

 PNSR  SSIM   PNSR  SSIM  

T1 26.25 0.85  24.32 0.77 

T1 + R2* + QSM 25.92 0.85  24.54 0.77 

T1 + R2* + QSM + Myelin Staining    25.06 0.79 

Table 1 – PSNR & SSIM using different contrasts as an input to the model for both myelin and iron stainings prediction. 

 

Figures 1 – Synthesized myelin (c) and iron (d) stainings compared to the ground truth (a and b) - testing slice of the same subject. 

Synthesized myelin (e) and iron (f) stainings from another ex vivo - and (g, h) from another in vivo MRI dataset. QSM images of the 

ex vivo (i) and of the in vivo MRI dataset (j) – note the increased iron in the putamen (f and i; red arrow) for the ex vivo and the 

decreased iron (h and j; blue arrow) in the in vivo images. Please note that image processing was done using gray-scale images – for 

visualization purposes, they were converted to the known color spaces.  
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Summary: The χ-separation toolbox v1.0 equipped with advanced functionalities enables handy reconstruction of high-

quality para- and diamagnetic susceptibility maps, fostering utilization of χ-separation across diverse applications. 

Introduction: χ-separation,1 a method to separate positive and negative susceptibility sources, demonstrated the ability 

to offer clinically valuable information.1–3 For the handy application of the χ-separation algorithm to existing or new 

datasets, there is an increasing need for a toolset that generates high-quality χ-separation. To address this, we developed 

the χ-separation toolbox v1.0 (Figure 1), extending on the previously developed beta version. The toolbox provides a 

user-friendly graphic user interface (GUI)-based application of χ-separation, including χ-separation algorithms as core 

functionality, and new advanced processing options to enhance the quality of the χ-separation results.  

Methods 

Input/output Complex 3D multi-echo GRE (mGRE) data with DICOM or NIFTI formats are accepted as input. For 

DICOM input, the relevant parameters (B0 direction, center frequency, voxel size, echo times) are automatically read 

from the DICOM header. For NIFTI format, the parameters except for B0 direction and voxel size must be manually 

filled in. An R2’ (=R2*-R2) or R2* map, QSM, local field map, and a brain mask may be provided as optional inputs. 

The outputs of the toolbox are the separated χpara and χdia maps.  

Preprocessing of input data When an R2’ or R2* map is not provided, an R2* map is calculated from the mGRE data 

by fitting an exponential function to the decay curve. The brain mask is calculated using BET (FSL, FMRIB, Oxford, 

UK)4 when not provided. 

For pipelined phase processing, existing toolboxes must be downloaded.5–8 The toolbox GUI provides two options for 

pipelined phase unwrapping: ROMEO9 followed by weighted echo averaging,10 or non-linear complex fit11 followed by 

SEGUE.12 For background field removal, VSHARP13 is pipelined in the GUI.  

Core functionality (Figure 1) 

• χ-sepnet: Two neural-net 

implementations of χ-separation is 

included: χ-sepnet-R2’ and χ-sepnet-

R2*. χ-sepnet-R2* can be used when 

R2’ map is not available. 

• χ-separation: When an R2’ map is 

available, the toolbox provides two in-

house algorithms for optimization-

based χ-separation: χ-separation-MEDI 

and χ-separation-iLSQR. The first op-

tion uses the MEDI-regularizer14 for 

optimization, following the original pa-

per.1 The second option calculates χ-

separation maps based on iLSQR.15 

Figure 2. The results of the three advanced processing options 

Figure 1. Results of the four chi-separation methods 



 

Advanced processing options (Figure 2)  

• Denoising: Denoising options are provided to compensate for 

low signal to noise ratio of mGRE magnitude data used for R2* 

mapping. The first is Marchenko-Pastur principal component 

analysis (MP-PCA) denoising, which takes advantage of the in-

trinsic redundancy of the multi-echo images16.  

• Resolution generalization for χ-sepnet: An option to utilize the 

“resolution generalization” pipeline17 is provided, which enables 

the inference of data that has higher or lower resolution than that 

of the training data (i.e., 1 mm3), including anisotropic resolution. 

When using χ-sepnet for reconstruction, by enabling this option, 

χpara and χdia maps are reconstructed at the input resolution, with-

out spatial information loss. When this option is disabled, the in-

put local field map is down-sampled to the network-trained res-

olution (1 mm3) for inference. 

• Vessel masking: χ-separation maps suffer from vessel artifacts. 

These vessels may hamper the accurate calculation of ROI val-

ues, leading to less interpretable results. The toolbox provides an 

option to generate vessel masks that can be used to mask out ves-

sels for group analysis.  

Conclusion  

The χ-separation toolbox v1.0 enables GUI-based χ-separation application, providing core χ-separation algorithms and 

advanced processing options. The advanced options offer high-quality χ-separation with fewer artifacts and less noise, 

and also a tool for more accurate analysis. In particular, the comparison between the results from version 1.0 vs. beta 

version clearly demonstrates the improvement. The toolbox is uploaded in GitHub (https://github.com/SNU-LIST). 
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Summary: Investigation of susceptibility and volume changes in deep gray matter (GM) nuclei across common types of 

degenerative cerebellar ataxia to explore the presence of an ataxia-type specific deep GM-based signature. 

Introduction: Degenerative cerebellar ataxias are slowly progressive disorders that affect the cerebellum and cerebellar 

pathways to various degrees [1]. Little is currently known about iron metabolism and its potential contribution to 

pathology in cerebellar ataxias. While QSM revealed different patterns of abnormalities in volume and iron concentration 

in the dentate nuclei [2] across different types of ataxia, also pathological evidence for impairment of specific deep GM 

nuclei in the cerebrum and midbrain in ataxia exists [3, 4]. In the present exploratory cross-sectional study, QSM and T1w 

imaging were used to measure tissue magnetic susceptibility (indicating iron concentration) and structural volume in deep 

gray matter (caudate nucleus, globus pallidus [GP], putamen, red nucleus [RN], substantia nigra [SN], subthalamic 

nucleus [STN], thalamus, nucleus accumbens, dentate nucleus [DN]), respectively, in common types of degenerative 

cerebellar ataxias.  

Methods: Eighty-four patients with spinocerebellar ataxias (SCA1, SCA2, SCA3, SCA6), 15 patients with Friedreich 

ataxia (FRDA) and nineteen patients with multiple system atrophy, cerebellar type (MSA-C) as well as one hundred 

twenty-six healthy controls underwent 3T-MRI and clinical assessments. A total of 16 SCA1, 14 SCA2, 24 SCA3, 25 

SCA6, 15 FRDA, and 18 MSA-C patients were included. Multi-echo gradient-echo imaging (TE1-

4=6.47ms/17.23ms/27.99ms/38.75ms, TR=62ms, voxel size=0.5mm×0.5mm×0.5mm) for QSM and T1w imaging (MP-

RAGE, voxel size=1mm×1mm×1mm, TE=3.26ms, TR=2530ms, TI=1100ms, FA=7°) for deep GM segmentation were 

performed at 3T (MRI-PET system, Siemens Healthineers). Volumes of interest (VOIs) of deep GM were segmented 

automatically by applying DBSegment to T1w data [5]. The individual segmentations were transferred to the susceptibility 

maps by applying the rigid transform matrix computed between the T1w data and gradient-echo magnitude data employing 

advanced normalization tools (ANTs). To control for differences in head size, the total intracranial volume (TIV) was 

estimated from the T1w images using the standard pre-processing pipeline of the Computational Anatomy Toolbox 12 

(CAT12). The deep GM VOIs were then corrected via residualization as described in [2]. Consequently, standardized 

residuals are used as estimates of the volume corrected for head size. Independent linear models were set-up with 

susceptibilities or volumes obtained from the nine deep GM regions as dependent variables for each specific patient group 

and their matched controls. Each model included intercept, anatomical region (categorial variable), group (categorial 

variable: patient or control) and age as predictors as well as the region – group interaction.  

Results & Discussion: Susceptibilities and TIV-corrected volumes of deep GM areas, shown in Figure 1, revealed 

different changes across disease types. Susceptibilities did not vary significantly in SCA3 and SCA6 compared to their 

controls, being mostly in line with findings by Marvel et al. [6], who investigated a smaller cohort (nSCA3 = 10, nSCA6=6, 

ncontrol = 9) with 7T MR imaging. While we observed slightly higher susceptibilities in SN in SCA3 and lower 

susceptibilities in DN in SCA6, they did not reach statistical significance (p > 0.05). We observed lower susceptibilities 

in SN and STN in FRDA patients than in controls, while the other deep GM nuclei did not show statistical changes. 

Contrary to our study, Harding et al. [4] observed higher susceptibilities in DN and RN in FRDA (30 patients vs. 33 

controls). We found a moderately higher susceptibility in more circumscribed parts of the dentate nuclei in FRDA (see 

[2]). However, at the level of the entire dentate, susceptibilities were not significantly different from controls (Fig. 1A). 

Susceptibility values were significantly higher in GP, RN, SN and DN in SCA1 compared to matched controls. In SCA 

2, only susceptibilities in SN were higher compared to controls. In MSAC, only the susceptibility in DN was higher 

compared to controls. The deep GM regions with increased susceptibility in the patients mostly showed volume loss in 

the same regions, indicating increases in iron concentration rather than iron content. Atrophy of deep GM is a more 

common observation than variations in the susceptibility. In future, we will employ voxel-based analysis to explore the 

presence of patterns of local susceptibility and volume variations within deep GM nuclei. This will also help to explain 

the observed differences to previous studies [4, 6]. In addition, associations to clinical scores describing severity of 

impairments of motor and cognitive functions will be carried out to investigate the potential of deep GM volume and 

susceptibility to serve as biomarker.  



 

Figure 1: VOI-based group comparisons for susceptibility (A) and volume measures (B) of deep GM. Boxplots are shown for the 

different ataxia subgroups and the matched control groups (MC). Standardized residuals of total intracranial volume (TIV) corrected 

volumes are presented in (B). Statistical significance between patients and controls is indicated by asterisks (* – p < 0.05).  

Conclusion: Subcortical tissue atrophy and iron dysregulation in individuals with cerebellar ataxia encompass not only 

regions of established pathology in the cerebellum, but also extend to midbrain and cerebral structures.  
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Summary 

Super-resolution 2D EPI imaging enables high-resolution fetal T2*-weighted imaging free of motion artefacts and 

offers the potential of high-quality SWI and QSM imaging. 

Introduction 

Fetal MRI has been shown to improve the assessment of congenital anomalies, particularly in neurological 

applications1,2. Due to the fine anatomy and extensive motion, fetal MRI requires high-resolution acquisition and fast, 

motion-robust sequences. 

T2*-weighted imaging, along with SWI and QSM, enables the assessment of blood vessel malformations, 

haemorrhages, calcifications, and reduced blood oxygenation, for instance. Several studies have demonstrated the 

potential of fetal QSM and SWI imaging, but they relied on slow, gradient-echo acquisitions, which provided only low 

resolution and required multiple re-acquisitions to obtain images free from excessive motion artefacts3–7. 

We have previously shown that, in the adult brain, orthogonal 2D EPI acquisition with thick slices can be combined 

into a high-resolution QSM image using an iterative non-linear co-registration approach8. This allowed motion-robust 

T2
*-weighted imaging with high nominal resolution. Although this approach removed the distortions inherent in EPI, 

it suffered from increased blurring, which hindered the visualisation of vessels and potentially of very small 

susceptibility sources. Super-resolution (SR) methods, based on linear registration and posing image reconstruction as 

an inverse problem9,10, offer the potential for sharper results and the possibility to correct slice-to-slice motion11–13, 

which may otherwise deteriorate results in fetal imaging. 

We aim to achieve motion-robust high-resolution T2
*-weighted, SWI and QSM imaging in fetuses to improve the 

assessment of various congenital anomalies. We assess the possibility of replacing the conventional GRE acquisition 

with 2D EPI and enhancing the resolution and signal-to-noise ratio using super-resolution techniques. This requires 

optimizing the EPI acquisition parameters for contrast and SR performance, as well as ensuring the reliability of phase 

data. Additionally, the SWI and QSM reconstructions need to be optimized for fetal neuroimaging applications. 

Methods 

One pregnant female volunteer at 34 weeks of pregnancy underwent a clinical MRI examination and the additional 

scans described here, which were acquired for research purposes. A 3T Siemens Vida scanner was used with an 18-

channel flexible coil combined with a 32-channel spine coil. The fetus was diagnosed with agenesis of the corpus 

callosum associated with colpocephaly. Written informed consent was provided by the participant, and the study was 

approved by the Ethics Committee of the Federal State of Carinthia.  

Three orthogonal (sagittal, coronal and axial) 2D EPI scans were acquired, each with 3 repetitions, TE = 41 ms, 

TR = 5.5 s, resolution = 1.0 x 1.0 x 3.0 mm, no slice-gap, matrix = 240 x 240, 32 slices, partial Fourier of 6/8 and parallel 

imaging acceleration of R = 2. 

An axial 2D GRE, optimized for the clinical setting, was acquired for comparison, with TE = 19.8 ms, TR = 592 ms, 

resolution = 0.98x0.98x3.6 mm, matrix = 256x256x24, parallel imaging acceleration of R = 2 and TA = 56.8 s.  

For the super-resolution, NiftyMIC reconstruction11,14 was used to reconstruct a sharp, high SNR, 1.0 mm isotropic 

image from all nine (3 orthogonal scans of 3 repetitions) 2D EPIs with thick slices. 

The SWI and QSM images were reconstructed from the original EPIs with thick slices (without the use of super-

resolution). For SWI, CLEAR reconstruction15,16 was used with a smoothing sigma of 12 voxels and a phase scaling 

strength of 2. For QSM, the Sepia toolbox17,18 was used with Laplacian phase unwrapping19, background field-removal 

using VSHARP20, and dipole inversion with STAR17,21. 

Results and Discussions 

While the GRE images suffered from motion artefacts and low contrast of the brain structures with different 

susceptibilities, the EPI images showed enhanced delineation of small veins without quality degradation due to motion 

artifacts. The slice-to-slice motion within the individual EPI scans and the motion between repeated EPI acquisitions 



were effectively corrected by SR reconstruction, resulting in sharp, 1mm-isotropic EPI images. The SR EPI imaging 

further improved the delineation of veins and potentially other susceptibility sources in all three planes (Figure 1). 
The SWI and QSM images derived from EPI acquisitions with thick slices showed enhanced contrast to veins and 

demonstrated the potential for deriving high-quality SWI and QSM images from EPI data (Figure 2). Nevertheless, the 

SWI images also exhibited increased noise, and accurate susceptibility estimation has previously been shown to require 

high-resolution imaging22. In the future, we will focus on enabling the super-resolution reconstruction of high-pass 

filtered phase data and local fields to exploit the SNR and resolution benefits associated with super-resolution in SWI 

and QSM imaging. 

 

       

Conclusions 

We have demonstrated that EPI can be used for high-quality T2*-weighted fetal imaging. By combining 2D EPI with 

super-resolution reconstruction, we achieved high-resolution, motion-robust imaging, enhancing the delineation of 

small veins and other susceptibility sources. Future work will focus on the super-resolution reconstruction of phase 

data to maximize SNR and image resolution in SWI and QSM imaging. 
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Summary: This study demonstrates that multi-echo fQSM detects fewer activated voxels in cerebral venous vessels 

compared to conventional fMRI. This suggests fQSM may be less dominated by large veins and identifies activated 

voxels more localized in the visual cortex. 

Introduction: Functional quantitative susceptibility mapping (fQSM) detects blood oxygenation changes related to 

neuronal activation “upstream” of the magnitude signal, offering a complementary perspective to conventional fMRI. 

FQSM reveals the blood susceptibility changes that underlie conventional Blood Oxygenation Level Dependent 

(BOLD) activation: fQSM is based on a linear dependence of susceptibility on blood oxygenation, unlike the non-linear 

dependence of conventional BOLD fMRI based on the signal magnitude [3, 4]. Therefore, fQSM may improve the 

localization of neuronal activity [1, 2], and detect less activation in large draining veins [4]. Hence, here, we aimed to 

investigate whether fQSM is less affected by signals arising in venous vessels than fMRI. 

Methods: Image acquisition: We acquired 70 multi-echo 2D GRE EPI volumes in 7 healthy volunteers, age 27.7 ± 3.8, 

using a 3T Siemens-Prisma system with a 64-channel head coil, with 1.3 mm isotropic resolution; GRAPPA=4; MB=3; 

partial Fourier 6/8; TE=14.8, 39.33, 68.86 ms; TR=4034 ms; TA = 6 min 15 s [5]. To maximize the BOLD signal, we 

employed a standard visual stimulation paradigm, with a conventional block design. The stimulation consisted of a (black 

and white) checkerboard flickering at 8Hz in 15.6 s blocks alternating with rest blocks of 15.6 s.  

Data processing steps included the generation of brain masks using FSL BET [6] on the second echo magnitude images, 

followed by single-voxel erosion. For magnitude-based fMRI, multi-echo magnitude images were combined using T2
*-

weighted echo summation [7]. QSMs were calculated for each volume by: non-linear fitting of the complex data [8]; 

Laplacian phase unwrapping [9]; intra- and inter-slice background field removal with 2D+3D V-SHARP[18,19]; and 

dipole inversion using non-linear total variation regularisation (FANSI,  = 2x10-4) [11]. 

Functional Analysis: We used SPM12 [12, 13] for fMRI and fQSM analysis [14]. Spatial pre-processing involved (1) 

rigid-body realignment of the echo-combined magnitude images to the first image in the time-series to correct for mo-

tion. The resulting transformations were then applied to the corresponding absolute susceptibility maps. (2) Spatial 

smoothing with a 4-mm FWHM Gaussian kernel to enhance SNR and statistical power [15]. A general-linear model 

(GLM) was reconstructed with a regressor for the visual stimuli. Significant activations were identified by thresholding 

t-score maps to create fMRI and fQSM activation maps using a threshold of p<0.05 with Family Wise Error (FWE) cor-

rection and no restriction on minimum cluster size.  

A mask to highlight highly paramagnetic venous vessels was computed by thresholding at the 99th percentile of the sus-

ceptibility distribution. An axial maximum intensity projection (MIP) of the venous vessel mask is shown in Figure 1c. 

The number of activated voxels detected by fQSM and fMRI were compared, specifically focusing on those within the 

venous vessel regions. We calculated the percentage of venous vessel voxels that were activated in fQSM v. fMRI.  

Results & Discussion: As shown in Fig. 2a, fMRI generally shows higher brain activation than fQSM, and there is sig-

nificant variability in the number of activated voxels among the volunteers for both methods. Figs 1f, g and 2b show 

that there were fewer activated voxels in the venous vessels region and a lower percentage of activated venous voxels 

with fQSM compared to fMRI in all subjects. This suggests that fQSM activations are less contaminated by venous 

voxels. A major limitation of this study is the creation of the venous mask by thresholding the QSM distribution which 

clearly includes non-vascular strongly paramagnetic structures (Fig 1c). Future work will involve more sophisticated 

vessel masking [16], [17], [18]. 



Figure 1. (a). Distribution of QSM 

values in the brain mask, showing 

the 99th percentile threshold used to 

compute the venous vessel mask, in 

one volunteer. MIPs of the QSM 

map and the vein mask are shown in 

(b) and (c) respectively, and MIPs 

of the fMRI and fQSM activations 

in (d) and (e) respectively. The MIP 

of the fMRI and fQSM activations 

overlaid on a MIP of the vein mask 

are shown in (f) and (g), 

respectively. 

 

 

 

Figure 2. (a). Number 

of activated voxels in 

fMRI vs fQSM in all 

seven volunteers, (b) 

Percentage of 

activated vessels in 

fMRI vs fQSM. 

 

 

Conclusions: In this first study to employ multi-echo fQSM, in all seven volunteers, fQSM had fewer activated voxels 

in veins than conventional fMRI, indicating that fQSM is more localized and less contaminated by activations in large 

veins. 
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Introduction: ADPKD is the most common hereditary kidney disease affecting over 500,000 people in the US alone1, 
and characterized by uncontrolled formation of fluid-filled cysts causing compression and obstruction of nephrons and 
progressive decline of glomerular filtration rate (GFR). The critical task in clinical management of ADPKD is the 
identification of patients at higher risk of rapid kidney function decline2. The only FDA-approved biomarker for this risk 
stratification is height-adjusted total kidney volume (htTKV)3. However, htTKV is only a coarse global measure and 
doesn’t inform on vital pathogenic factors, including cyst types and distribution4, kidney fibrosis and inflammation2.  

Recently, we and others have demonstrated that the presence of hemorrhagic cysts is strongly associated with rapid 
progression of chronic kidney disease5,6. At present, hemorrhagic cysts are detected as hyperintense on T1-weighted 
(T1w) and hypointense on T2w images in conventional MRI protocol. However, these conventional MRI intensity 
characteristics are highly unspecific for interpreting hemorrhage and particularly is unable to differentiate between 
hemorrhagic and dense proteinaceous cysts due to similar T1/T2 shortening effects7,8. Herein, we present preliminary 
cross-sectional data that demonstrate strong association between QSM and decreased eGFR in ADPKD patients, 
supporting further longitudinal studies to confirm this finding. 

Methods: This study was performed under an Institutional Review Board (IRB) approved retrospective protocol. All 
subjects (n = 34, 12 male, 22 female) met the diagnostic criteria for ADPKD 9,10 and underwent imaging at 3T on a clinical 
MR scanner (GE Healthcare, Waukesha, WI) using a body phased array coil between July 2021 and March 2023. The 
imaging protocol included axial and coronal T2-weighted fast spin echo sequences (voxel size = 0.78×0.78×4 mm3, echo 
time (TE) = 92 ms, repetition time (TR) = 1010 ms, flip angle (FA) = 130°, readout bandwidth (rBW) =  355 Hz/pixel) 
and a 3-dimensional multiecho gradient echo IDEAL/IQ sequence (matrix size = 224×224×30 interpolated to 
512×512×60; voxel size = 0.78×0.78×4 mm3, first TE = 1.2 ms, echo spacing (ΔTE) = 1.1 ms, #TE = 6, TR = 8.3 ms,  
rBW =  390 Hz/pixel). This axial multiecho GRE acquisition was performed as two acquisitions each with a separate 
breathhold, to cover the entire abdomen and pelvis. In 8 subjects T1-weighted 3D FSPGR sequence acquired with the 
following parameters: voxel size = 0.74×0.74×3 mm3, TE = 1.8 ms, TR = 4.9 ms, FA = 12°, rBW = 558 Hz/pixel. Data 
was successfully acquired in 34 ADPKD patients; 1 subject was excluded from the analysis due to severe motion artifacts. 
Subjects with simultaneously available T1w and T2w images were screened for the presence of T1 hyper- and T2 
hypointense lesions consistent with the classic presentation of cystic hemorrhage 5,8. Identified cysts were referenced to 
QSM and their appearance on susceptibility maps was classified as either hypo-, iso- or hyperintense, and the number of 
cysts in each class was recorded. 
To quantitatively examine the relation between eGFR decline and QSM, eGFR was fit against the htTKV, and number of 
hyperintense hemorrhagic cysts 𝑁𝑁+ using stepwise regression adjusting for age, sex and mutation status. 

Results: T1w and T2w images were reviewed in 8 subjects for the presence of complex cysts. The total of 121 T1 
hyper/T2 hypointense cysts classically identified as hemorrhagic were found. 52 (43%) cysts appeared hyperintense (≈0.3 
ppm) on QSM consistent with the presentation of hemorrhage (Fig. 1A, yellow arrows); 60 (49%) cysts were isointense 
with respect to simple cysts and normal kidney parenchyma (Fig. 1A, red arrows), while the remaining 9 (7%) were 
hypointense (≈-0.2 ppm) (Fig. 1B). As paramagnetism of blood products is much larger it than diamagnetism of protein-
based materials, the iso- and hypointense cysts were considered to be non-hemorrhagic. 
Both htTKV (fixed effect=-0.014, 95%CI -0.027…-0.001, p<0.05) and 𝑁𝑁+ (fixed effect=-1.69, 95%CI -2.78…-0.60, 
p<0.001) were independent predictors of the eGFR, with number of hemorrhagic cysts being the most significant one. 
Having more than 10 hemorrhagic cysts was associated with 50% reduction in eGFR without statistically significant 
increase in htTKV (Fig. 2) 

Discussion and Conclusions: Overall, our preliminary data directly demonstrates that a) Presence of QSN hyperintense 
hemorrhagic cysts is a biomarker associated with decreased eGFR in ADPKD patients; b) Current relaxation-based MR 
imaging approaches are highly non-specific to hemorrhage, not being able to differentiate presence of blood products and 
proteinaceous fluids; c) Renal QSM is feasible, can be efficiently acquired without significant prolongation of the MRI 
exam time, and can be used for identification of hemorrhagic cysts. 



 

Fig.1. Examples of T1 hyperintense/T2 hypointense cysts with different magnetic properties as visualized by QSM. A) 
Paramagnetic, QSM hyperintense cysts strongly suggestive of chronic hemorrhage (yellow arrows) along an isointense 
cyst (red arrow); B) Diamagnetic, QSM hypointense cyst. QSM iso- and hypointensity is indicative of non-hemorrhagic 
nature of T1/T2 shortening and different cysts composition 

 

Fig.2. Patients with >10 QSM hyperintense cysts have eGFR reduced by 50% without statistically significant increase in 
htTKV. 
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Importance of R2 accuracy for susceptibility separation methods 
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Summary: Acquiring transverse relaxation rate (R2) maps can be lengthy and its impact on the quality of susceptibility 

separation is not known. We evaluated the importance of R2 map accuracy for two susceptibility separation methods. 

Introduction: Susceptibility separation allows the mapping of paramagnetic and diamagnetic sources independently [1]. 

It has been applied in the human brain to quantify iron and myelin in healthy subjects and assess disease progression in 

neurodegenerative disorders such as multiple sclerosis [2,3]. Different models have been proposed to separate 

susceptibility sources, with the original χ-separation method using R2’ (=R2*-R2). However, acquiring an adequate R2 

map, which is required to calculate the R2’ map accurately, can be lengthy and its importance for the final separation 

maps remains uncertain. Furthermore, fitting of R2 decay curves can be complex owing to stimulated echoes, with simple 

fitting approaches leading to errors. Thus, this work aims to evaluate how R2 map errors can bias the paramagnetic and 

diamagnetic outputs of two susceptibility separation methods that require R2’ as input. 

Methods: Eleven healthy subjects (36 ± 15 years, 7 females) were scanned at 3T (Siemens Prisma, Erlangen, Germany) 

with the following sequences: 2D dual echo Turbo Spin Echo: TR = 2500 ms, TE1 = 10 ms, TE2 = 93 ms, 0.9×0.9×3.0 

mm3 resolution; 3D MEGE: TR = 47 ms, TE1 = 5.0 ms with echo spacing 7.1 ms, 6 echoes, 0.6×0.7×2.0 mm3 resolution; 

and a Bloch-Siegert B1+ map with 1.3×1.3×3.0 mm3 resolution. R2 maps were reconstructed using Bloch modeling of 

the actual flip angles, determined from the pulse sequence and B1+ map [4]. To evaluate the importance of R2 accuracy 

for susceptibility separation, R2 maps were altered by a global multiplication factor (ranging from 75% to 125% in steps 

of 1%, which produces errors from -25% to 25% of the true R2 value) prior to forming R2’ maps which were used as 

input for two separation methods, χ-separation [1] and χ-sepnet [5]. Both methods rely on phase and R2’ as input, with χ-

sepnet using a deep learning approach. For both separation methods, the total, positive and negative χ maps generated 

with the altered R2’ inputs, caused by introduced R2 errors, were compared to an unaltered pipeline. The mean percentage 

error (MPE) within deep gray matter (DGM) and white matter (WM) regions of interest (ROIs) was used to compare 

results. 

Results: Figure 1 shows an example of susceptibility separation outputs of the two methods using accurate R2. Both 

paramagnetic maps highlighted iron-rich areas, such as DGM, while the diamagnetic maps highlighted WM regions with 

increased myelin content. χ-sepnet more effectively reduced the artifacts from air-tissue interfaces in the frontal brain, 

which arose from the MEGE sequence and were present in the R2* map. Overall, χ-separation produced maps with higher 

contrast than χ-sepnet. Figure 2 shows plots for the MPE generated by the altered R2 maps averaged across all subjects. 

The effect of R2 error on R2’ error is highest in structures with lower R2* (typically about ±15% R2’ output error for 

±5% input error in R2) and their relationship is mostly linear, except when R2 overestimation introduced negative values 

of R2’ which were zeroed prior to the separation algorithm. χ-separation outputs exhibited increased error over χ-sepnet 

for both DGM and WM ROIs, reaching MPE error values greater than 25% for values as small as ~12% R2 error in most 

regions. For χ-sepnet, most of the curves stayed close to ±25% output MPE even for higher R2 input error. 

 

Figure 1 – Representative output maps for both susceptibility separation methods with the unaltered pipeline (accurate R2 values) 

from a 26-year-old male healthy subject. 



 

 

Figure 2 – Mean MPE of R2’ and para and diamagnetic susceptibility maps in the 11 subjects versus R2 error for χ-separation (upper 

row) and χ-sepnet (bottom row) within deep gray matter (left column) and white matter (right column) regions-of-interest. Solid, dashed 

and dotted lines represent R2’, positive χ and negative χ, respectively. R2’ lines were the same for both methods as it is an input value. 

χ-sepnet percentage errors were consistently less than R2’, while χ-separation percent errors were generally similar or greater than R2’. 

Discussion and Conclusions: Errors in R2, which translate into R2’ input errors, were shown to play a significant role 

in yielding increased errors in para and diamagnetic susceptibility maps. R2’ is overestimated with R2 underestimation, 

while R2 overestimation causes R2’ underestimation.  The trends on MPE for the χ maps versus R2 error behaved 

similarly across both methods and ROIs. All of them followed their respective R2’ trend, with R2’ overestimation causing 

overestimation on both output maps, the same applies to underestimation. However, the influence of R2’ error was 

different between methods, ROIs and maps. For both methods, DGM ROIs presented greater errors on the negative χ 

map, while WM had more errors on positive χ maps. These errors are due to the fact that negative χ for paramagnetic 

sources and positive χ for diamagnetic sources are expected to be low, increasing the MPE. All WM ROIs behaved 

similarly to each other in both methods. For DGM ROIs, in both methods globus pallidus (GP) was less sensitive to R2 

input errors as R2’ is dominated by R2* in this iron-rich region, while much lower R2* in thalamus was the most sensitive 

to R2 errors. χ-sepnet reduced the air-tissue artifact in the frontal brain, generating χ maps with less artifact than χ-

separation, as expected from the findings reported by [5]. Comparing the plots for both methods, χ-separation showed 

steeper lines than χ-sepnet for all ROIs, which means that the former is more sensitive to R2 input errors, as MPE reached 

higher values for smaller R2 errors. Even though χ-sepnet presented a higher tolerance to global R2 error and resolved 

local artifacts from the MEGE sequence better than χ-separation, its sensitivity for local R2 errors requires further 

investigation. The effects of local R2 errors for both methods can be evaluated in future work. In conclusion, both methods 

were affected by R2 errors, indicating that R2 map accuracy is important to properly separate susceptibility sources when 

using separation methods dependent on complete R2’ measurement. 
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Summary: DeepSepSTI-R2* enhances anisotropic susceptibility source separation by eliminating the need for extra R2 
measurement, i.e., using only R2* and phase maps derived solely from gradient echo data, thereby reducing scan time 
without significantly compromising performance. 

Introduction: Multiple tissue sources contribute to the bulk tissue magnetic susceptibility. These sources can be catego-
rized into paramagnetic, such as iron, and diamagnetic, such as myelin and calcium, and can coexist in an MR imaging 
voxel. Recently, chi-separation [1] was proposed to separate the intra-voxel paramagnetic and diamagnetic sources by 
combining gradient echo (GRE) phase and R2’ measures (derived from R2* with multi-echo GRE data and R2 maps from 
spin echo sequences, i.e. R2’ = R2* - R2). The need for extra R2 measurement increases scan time and makes less practical, 
especially for clinical studies. R2* based susceptibility source separation has also been proposed [6,7]. In addition, most 
previous susceptibility source-separation approaches assumed isotropic tissue susceptibility thus ignoring the anisotropy 
of certain tissue structures like the diamagnetic myelin sheath in white matter fibers. More recently, a new approach, 
namely DeepSepSTI [2], was developed, which allows anisotropic susceptibility source separation using a second-order 
tensor model for the diamagnetic sources following the convention in susceptibility tensor imaging [3,4], while the para-
magnetic part is assumed to be isotropic. DeepSepSTI estimates the para- and dia-magnetic sources from a combination 
of phase, R2* and R2 maps, similar to chi-separation. The inverse problem is solved by a deep learning model using 
neural network that resembles the proximal operator of a learned regularizer [5]. By separating paramagnetic and dia-
magnetic sources while considering susceptibility anisotropy, DeepSepSTI can provide more information about patho-
logical changes and potentially help improve tensor reconstruction accuracy. 

However, like chi-separation, the need for R2 measurements in DeepSepSTI significantly prolongs scan time 
and introduces potential co-registration errors. This problem is more pronounced for anisotropic susceptibility separation, 
where the scans are already very long when multiple head orientations need to be acquired. Therefore, it is highly desirable 
to eliminate the need for R2 acquisition in anisotropic susceptibility source separation. 

In this work, we present DeepSepSTI-R2*, an improvement over DeepSepSTI that uses only R2* and phase 
measurements, without R2. To achieve this, we developed a new deep learning model to jointly estimate susceptibility 
sources and R2 given R2* and phase. Preliminary results on both simulation and in vivo data show good potential of this 
approach. 

Methods: We represent the diamagnetic source as a second-order tensor image, 𝒙!"#, and the paramagnetic source as a 
scalar image, 𝑥$%&, because the paramagnetic component is mainly generated by tissue iron and generally considered 
isotropic. Denote the local phase measurement at 𝑗𝑡ℎ	orientation by 𝛿𝐵'. The underlying physics model can be written as 

𝛿𝐵' = 𝐹()𝐷'𝐹,𝑰𝑥$%& + 𝒙!"#/, 𝑅*,'∗ = 𝐷𝑟,𝑥$%& −𝑯𝒋𝒙!"#/ + 𝑅*	
where 𝐹 is the Fourier transform, 𝐷' is the corresponding dipole kernel, 𝑰 maps the scalar image 𝑥$%& to a tensor image 
with a scaled identity matrix at each voxel (hence 𝝌 = 𝑰𝑥$%& + 𝒙!"# represents the bulk susceptibility tensor), 𝐷𝑟 is the 
relaxometry constant (114 Hz/ppm), and 𝑯𝒋 maps the tensor image 𝒙!"# to a scalar image by projecting the tensor onto 
the B0 direction (i.e., ℎ.'/ 𝝌ℎ.', where ℎ.' is a unit vector representing the 𝑗𝑡ℎ B0 direction in the subject’s frame of ref-
erence). Each voxel in 𝑥$%& is a positive scalar, and in 𝒙!"# a negative semi-definite tensor. 𝑅* is assumed to be an ori-
entation independent scalar. Different from DeepSepSTI which uses 𝑅* as observation, here we treat 𝑅* as an additional 
unknown to estimate. The resulting inverse problem is estimating 𝑥$%&, 𝒙!"#, and 𝑅*, given the 𝛿𝐵 and 𝑅*∗ measurements 
at potentially multiple orientations. 

To solve the inverse problem, we resort to the deep learning method previously presented in [5], which has 
shown excellent performance for STI reconstruction using fewer orientations. Thanks to the flexibility of the approach, 
we adapted it to the new inverse problem defined in this work. Let 𝑦 be the combination of all the observations, 𝛿𝐵 and 
𝑅*∗, and 𝑥 be all the unknowns, i.e., 𝑥$%&, 𝒙!"#, and 𝑅*. The above inverse problem can be summarized as 𝑦 = 𝐴𝑥, where 
𝐴 is the linear forward operator. In general, we can solve the inverse problem by solving the minimization problem: 
min
0
1/2‖𝑦 − 𝐴𝑥‖** + 𝑅(𝑥), with an appropriately chosen regularizer 𝑅. The minimization problem can be solved via 

proximal gradient descent, which iteratively applies gradient descent on the data-fidelity term and the proximal operator 
of 𝑅. In the deep learning method, a neural network 𝑓1 is used to approximate the proximal operator of 𝑅, leading to the 
following iterative learned proximal gradient descent update: 𝑥B23) = 𝑓1,	𝑥B2 + 𝐴4(𝑦 − 𝐴𝑥B2)/, where 𝑥B2 is the estimation 
at the 𝑖-th iteration and 𝐴4 is the Hermitian transpose of 𝐴. The algorithm is run for a fixed number of iterations, and the 
last iteration is used as final reconstruction. Training is performed end-to-end using supervised learning, using simulated 
data from computational brain phantoms generated from in vivo human brain measurements. We used the same dataset 



as in [2], including 13 subjects, with 6-11 orientations each; 10 subjects are used for training, 1 for validation, and the 
remaining 2 for testing. 
Results: Fig. 1a shows the reconstruction results of 𝑥$%&, and mean magnetic susceptibility (MMS) of 𝒙!"# on in vivo 
human data using 3 head orientations. DeepSepSTI-R2* achieves comparable result to DeepSepSTI – both match closely 
the reference from COSMOS based chi-separation (with 6 orientations). Additionally, DeepSepSTI-R2* exhibits less 
noise than DeepSepSTI. Fig. 1c shows the estimated R2 map by DeepSepSTI-R2*, showing good agreement with the 
acquired R2. Table 1a shows the performance metrics for susceptibility tensor estimation using both simulation and in 
vivo data. Table 1b shows similar quantitative results for 𝑥$%&, MMS of 𝒙!"# and R2 map in vivo. DeepSepSTI-R2* 
performs worse than DeepSepSTI on tensor reconstruction, but better in the estimation of 𝑥$%& and MMS of 𝒙!"#. These 
results collectively suggest that DeepSepSTI-R2* may achieve comparable results for anisotropic susceptibility source 
separation without R2 measurement while reducing the scan time in practice. 

Discussion and Conclusions: We propose DeepSepSTI-R2*, an upgrade in time use to the DeepSepSTI framework, and 
demonstrate its feasibility to conduct anisotropic susceptibility source separations without extra R2 acquisition, making 
it more practical clinically. Further improvements on the physical model and network trainings are warranted in the future.  

 
Figure 1 – Visual results for in vivo data. (a) Predictions of 𝑥!"# and MMS of 𝑥$%&; (b) Predictions of PEV; (c) Acquired 𝑅' map and 
that predicted by DeepSepSTI-R2*. 

 
Table 1 – Quantitative results for simulation and in vivo data averaged over 1 to 6 orientations. (a) Metrics for suscepti-
bility tensor reconstruction. ECSE: eigenvector cosine similarity error. wPSNR: PSNR of anisotropy-weighted PEV map. 
MSA R-squared and correlation are evaluated against DTI FA. (b) Accuracies for susceptibility source separation, using 
a COSMOS approach as reference, and accuracy for R2 estimation. ↑: Higher is better; ↓: lower is better. 
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Summary: Phase-based electrical properties tomography (EPT) was calculated from ME-EPI images suffering from 

open-ended fringe lines in a Parkinson’s disease study. After removing the brain region, affected by this artifact, we 

observed  a significant increase in conductivity in CSF and white matter, and a significant decrease in gray matter, in this 

preliminary group of patients compared to healthy controls. 

Introduction: Parkinson's disease (PD) is the second most common progressive neurodegenerative disorder1 and is 

characterized by the aggregation of a protein, α-synuclein, into structures called Lewy bodies2. Lewy bodies are mainly 

found in the substantia nigra pars compacta (SNc) but can be present in other brain regions. Elevated levels of metal ions, 

particularly Ca2+, are found in these structures2,3. Changes in the Ca2+ ion concentrations are caused by disruptions of 

calcium homeostasis. 

MRI electrical properties tomography-(MR-EPT) reconstructs the tissue electrical conductivity which, at high 

frequencies, is related to the tissue ion content, and could provide clinically useful information for diagnosing and 

monitoring disease progression. In this study, we used a multiple-echo 2D gradient-echo echo-planar imaging (ME-GRE-

EPI) acquisition to investigate conductivity values in patients with Parkinsons’s disease compared to healthy controls 

(HC). 

Methods: MRI Acquisition: As part of an ongoing study of PD we acquired 2D ME-EPI brain images using a sequence 

with multi-echo capability4 on a 3T Siemens Prisma, with a 64-channel head coil, with 1.3 mm isotropic resolution, matrix 

size=184x168x126, BW= 1812 Hz/Pixel, FA=90°, 3 TEs, TE1/ΔTE/TE5=14.80/24.53/63.86 ms and TR=4034 ms, with 

multiband 3 and GRAPPA 4 for 70 volumes. Here, we present results from all 4 PD participants (M/F: 3/1, age: 63.7±7.6 

years) and 6 healthy controls (HC) (M/F: 5/1, age: 72.2±3.6 years) acquired to date. 

EPT pipeline: The phase offset at TE=0 (φ0) was extrapolated from a non-linear fit5 of the complex data over all echoes 

and unwrapped6. A mask was generated using FSL BET7, refined by thresholding8,9, and eroded by 1 voxel to reduce 

brain edge artifacts. Slice-to-slice inconsistencies in φ0 were corrected by subtracting the median in each axial slice in the 

brain10. EPT on masked φ0 maps, used the integral approach (differentiation kernel: 17 voxels, surface integral kernel: 39 

voxels) with magnitude-weighted and segmentation-based edge preservation11 using the echo-combined magnitude12. 

High quality structural conductivity maps (σ) were calculated by taking the median of positive values in each voxel of 

co-registered EPT reconstructions over all 70 timepoints.  

Results and Discussion: All phase data acquired so far suffers from open-ended fringe lines that propagate into the 

extrapolated φ0 (pink arrow Fig. 1b), and from Moire interference of aliasing artifacts13  (green arrow Fig. 1b). The open-

ended fringe lines appear in the lower part of the brain, where slice-to-slice inconsistencies also appear more pronounced.  

Therefore, we removed a lower section of the brain from φ0 in every volume. The difference between median σ 

reconstructed from the full and cropped φ0  (Figure 2) shows that artifacts in σ propagate upwards towards the middle of 

the brain but did not affect the upper part of the brain. The width of this difference was consistent across subjects and 

similar to the 20-voxel radius of the integral kernel.  

 

 

Figure 1. Open-ended fringe lines 

(pink arrow) and aliasing artifact 

(green arrow) in φ0 (b), create 

artifacts in the conductivity maps 

at each timepoint (c) and the 

median conductivity over all 

timepoints (d). 



Conductivity distributions from the cropped φ0  for each subject in cerebrospinal fluid (CSF), gray matter (GM), and white 

matter (WM) are displayed in Figure 3 with negative conductivity values and those > 1.5 times the interquartile 

range above the third quartile14 excluded. A t-test between PD and HC values was computed and showed a significant (p 

< 0.001) increase in  for Parkinson’s patients in CSF and WM of 2.2% and 1.9%, respectively, and a significant decrease 

in GM of 3.5%.  

 

Figure 3. σ distribution in each PD and HC together with distributions across subjects (A) and mean σ values ± standard deviations 

(B) in PD compared to HC participants. Literature value measured ex-vivo in healthy tissue [15] is indicated by the dashed line in each 

region of  interest, CSF (a), GM (b), and WM (c). p-values showing significant differences are displayed for each region. Negative 

conductivity values and values greater than 1.5 times the interquartile range above the third quartile were excluded. 

Conclusions: Open-ended fringe lines, likely caused by imperfect complex coil combination, represent a challenge for 

EPT reconstruction. We removed the areas most affected by this artifact from the input φ0 images to improve EPT 

reconstructions. In this small preliminary data set, reconstructed conductivities were significantly increased in CSF and 

white matter regions, and significantly decreased in gray matter in participants with Parkinson’s disease compared to 

healthy controls. As more subjects continue to be acquired as part of this study, further work will include investigating 

the effect of higher-order shimming on open-ended fringe lines and evaluating conductivity changes in gray matter sub-

regions to better understand conductivity changes in Parkinson’s disease. 
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Figure 2. Median conductivity maps 

reconstructed from the whole φ0 (a) and 

cropped φ0 (b) and the difference maps 

(c) in one healthy control (A) and one PD 

participant (B). 
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Summary: This work systematically investigates the temperature and field strength dependency of the relaxometric 
constant (𝐷! ) in human brain tissue, enhancing our understanding of the effects of susceptibility sources on bulk 
susceptibility and relaxometry. A proposed super-linear field-strength correction for 𝐷! can help improve the accuracy of 
susceptibility source separation at ultra-high field. 

Introduction: Recent developments in magnetic susceptibility source separation1–3 have demonstrated the potential of 
imaging separately the paramagnetic and diamagnetic susceptibility (𝜒"#!# and 𝜒$%#), giving more specific measures of 
paramagnetic iron versus diamagnetic myelin. Most susceptibility source separation methods rely on a relaxometric 
constant (𝐷!) to link 𝜒"#!# and 𝜒$%# to their induced reversible relaxation (R2’). Theoretically, 𝐷! is dependent on 
source characteristic frequency (plus field strength),2,4 temperature5,6, and the underlying susceptibility source geometry 
(size, shape, etc.)4, necessitating accurate estimation of 𝐷! in tissue. 𝐷! can be easily measured in phantoms1,2,  but 
measuring in-vivo values is challenging. In previous studies, in-vivo brain 𝐷! was empirically measured at 3T using R2’ 
and susceptibility measures in basal ganglia (137 Hz/ppm) for chi-separation1, assumed to be the theoretical maximum 
by ignoring diffusion (324 Hz/ppm)3, or iteratively fitted7. The relaxometric constant is expected to largely influence 
the 𝜒"#!# and 𝜒$%# values obtained from source separation, but it has not been physically measured in human brain 
tissue in a systematic way. Here, a comprehensive study of 𝐷! was conducted using a postmortem brain sample at both 
3T and 7T, using quantitative susceptibility mapping (QSM)8 and R2’ imaging at multiple temperature points (6-35°C). 
Considering the field strength- and temperature-dependent 𝐷!, a better field-strength correction is suggested to perform 
more accurate brain susceptibility source separation at 7T.   

Theory: Assuming a voxel containing both paramagnetic and diamagnetic susceptibility inclusions, within the static 
dephasing regime, its bulk magnetic susceptibility 𝜒&'() and R2' (sensitized by water) can be described as follows1,4: 

𝜒!"#$ = 𝜁%&'&∆𝜒%&'& + 𝜁()&∆𝜒()& 	= 𝜁%&'&𝜒%&'&,)+, + 𝜁()&𝜒()&,)+, − (𝜁%&'& + 𝜁()&)𝜒-&./'											[𝐸𝑞. 1], 

𝑅20 = 𝐷',%&'&𝜁%&'&∆𝜒%&'& + 𝐷',()&𝜁()&|∆𝜒()&| = 𝐷',%&'&𝜁%&'&𝜒%&'&,)+, − 𝐷',()&𝜁()&𝜒()&,)+, − (𝐷',%&'&𝜁%&'& − 𝐷',()&𝜁()&)𝜒-&./'													[𝐸𝑞. 2] 

where ∆𝜒"#!#/$%#,%,- is susceptibility difference between water (𝜒.#/0!) and para/dia magnetic inclusion (𝜒"#!#/$%#,%,-), 
𝜁"#!#/$%#  the volume fraction of para/dia-magnetic inclusion, and 𝐷!,"#!#/$%# relaxometric constant for 𝜒"#!#/$%#,%,-. 
Eqs. 1-2 suggest that the temperature dependency of 𝜒&'() and R2' may not be solely attributed to its paramagnetic 
inclusion and its paramagnetism  (i.e., by Curie's law), due to the contribution of diamagnetic inclusions and the 
temperature-dependent 𝜒.#/0! (𝛥𝜒.#/0! = −0.05 ppm for increase of 40°C)9, which was usually ignored in previous 
studies 5,6,10. In real tissue, 𝐷! is a complex function of source geometry, diffusivity, and field strength1,4,11, but the 
combination of Eq.1 and 2 suggest 𝐷! could be better determined when there is a single susceptibility source. 

Methods: [Data Acquisition] A postmortem hemibrain (57y/o, male) was scanned at 3T and 7T at 7 different 
temperatures (from 6°C to 35°C). To achieve a uniform temperature across the specimen, it was embedded in a water 
bath at a certain temperature at least 3 hours before MRI and encapsulated inside a thermally insulated 3D-printed 
container during MRI. MRI at each temperature included multi-orientational multi-echo gradient echo (MEGE) for R2* 
and local frequency map (MEGE;  resolution=1-mm-isotropic, TR/TE1/ΔTE@3T=40/7/7ms[4-echo], 
TR/TE1/ΔTE@7T=40/3/3ms[5-echo], 4 orientations per temperature) and multi-echo spin-echo for R2 (resolution=2-
mm-isotropic, TE1/ΔTE@3T=11/11ms[8-echo], TE1/ΔTE@3T=12/12m[5-echo]). [Processing] For each temperature, 
R2 map, multi-orientation local frequency (obtained after unwrapping12, echo combination13, and background field 
removal14), and R2* maps were reconstructed and co-registered. 𝜒&'() was estimated using COSMOS (CSF-
referenced), and R2'  by subtracting R2 from R2* (orientationally-averaged). [ROI analysis] Six gray matter (GM) 
ROIs were segmented using SynthSeg15 and 17 white matter (WM) ROIs were manually segmented using DTI. 

Results: Fig. 1. shows normalized R2', R2*, and 𝜒bulk values in GM and WM, which decrease over temperature at both 
3T and 7T (normalized by each parameter at 6°C). 𝜒bulk shows small temperature dependency, independent of field 
strength, while relaxometry shows large temperature dependency varying across field strengths as well as relaxometry 
(R2' vs. R2*), as expected by theory. Notably, 𝜒bulk in WM increases (becoming less diamagnetic) with temperature, 
which has not yet been reported before (as Curie's law expects 𝜒bulk decreasing with temperature), suggesting the 
potential contribution of temperature-dependent 𝜒.#/0! (Fig .1B; note that here 𝜒bulk in WM is normalized by negative 
value [𝜒bulk at 6°C]).  



 When investigating 𝐷! in GM ROIs having paramagnetic iron as a dominant susceptibility source, 𝐷!,"#!# 
exhibits dependency on both field strength and temperature (Fig. 2). Given diffusivity is independent on field strength, 
larger normalized 𝐷!,"#!# values at 7T compared to 3T indicate a super-linear increase in R2' over field strength11,16. 
This agrees with the theory that we may have a closer to ideal static dephasing regime at higher field4,11,16. In addition, 
the relaxometric constant measured around body temperature is observed to be much lower than theoretical maximum 
predicted in ideal static dephasing regime (48% at 3T and 78% at 7T), consistent with previous observations1. All these 
results suggest a field-specific 𝐷! measurements may be needed for accurate source separation. 

 When R2' and 𝜒bulk are compared between 3T and 7T,  7T R2' shows higher values than that expected from 3T 
with linear scaling by field strength, while 𝜒bulk is in good agreement with theoretical expectation (Fig. 3). These higher 
7T R2' values over linear scaling are also consistent with the super-linear behavior of 𝐷! over field strength in Fig.2. In 
addition, strong linearity without intercept (p<0.01) between 3T and 7T measures (𝜒bulk and R2') shows the feasibility of 
linear modeling using 𝐷! to describe the effects of susceptibility on R2' at both 3T and 7T as in Eq. 2. Fig.4. shows the 
3T and 7T chi-separation comparison results when 𝐷! at 7T is scaled linearly from 3T (i.e. scaled with 7T/3T) or 
directly measured (assuming non-linear behavior). When 𝐷! is scaled linearly, both 𝜒$%# and 𝜒"#!# at 7T show 
overestimation compared to 3T results. Conversely, using 𝐷! scaled by the corrected scaling factor as in Fig.3, 7T chi-
separation results highly correspond to those at 3T, indicating the efficacy of the super-linear field strength correction. 
The measured 3T 𝐷! in the brain sample is 157 Hz/ppm at 35°C, agreeing in general with previous in-vivo 
measurements1.  

Fig 1. A. R2*, R2’ and 𝜒bulk maps at 6° C, room temperature, and 
35° C at 3T (top) and 7T (bottom). B. Temperature dependence of 
normalized R2*, R2’ and 𝜒bulk (divided by the parameter at 6° C) 
were linearly fitted in GM (red) and WM (blue) area. 

 
Fig 2. Estimated relaxometric constant 𝐷!,"#!# in deep gray 
matter (DGM) as a function of temperature at 3T (left) and 
7T (right). 𝐷! values are normalized to their physical 
maximum. 

 
Fig 3. R2’ (A) and 𝜒bulk maps (B) acquired at 35°C at 
3T and 7T and the corresponding linear regressions 
of the parameters at the two field strengths. 

                   
Fig 4. Comparison of 7T chi-separation results (χpara/dia in the top/bottom 
row) using a simple linear field-strength scaling (=7T/3T) for 𝐷! versus 
using the proposed super-linear correction (Corrected 7T).   

Discussion and Conclusions: We systematically analyzed the relaxometric constant in human brain by measuring 
relaxometry and susceptibility at different temperatures and field strengths, proposing a field-strength correction to 
achieve more accurate brain chi-separation results at 7T. 
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Summary: This study presents an optimized Helmholtz phase-based method for mapping knee cartilage conductivity 
using MR-EPT, validated through in silico models, phantoms, and in vivo data. The method aims to serve as a novel 
biomarker for early osteoarthritis detection and enhance clinical decision-making. 

Introduction: Knee osteoarthritis (OA) is a major cause of disability, affecting over 50 million Americans [1]. The 
irreversible cartilage degradation often necessitates painful surgeries, imposing significant socioeconomic burdens. 
Earlier detection allows for faster intervention, improving people’s quality of life. Quantitative Magnetic Resonance 
Imaging (qMRI) helps OA diagnosis by measuring tissue properties, including electrical conductivity [2-6]. Conductivity 
correlates with streaming potential, which results from charged fluid movement through cartilage under pressure, as 
during gait.  Conductivity deviations may suggest early OA. Proteoglycans in the cartilage matrix create an 
electronegative environment, aiding tissue hydration and its mechanical response [7]. This study uses MR-EPT to optimize 
and validate a quantitative conductivity mapping method using computational models and phantoms and measure 
quantitative conductivity maps (QCMs) of tibiofemoral knee articular cartilages in a patient cohort. The goal is to develop 
a robust knee health metric using cartilage conductivity as a biomarker, enhancing clinical decision-making, improving 
patient outcomes, and paving the way for new therapies.  

Methods: Phantoms, Human Subjects, MR Imaging: Conductivity phantoms were prepared with a 1.28 S/m conductivity 
standard (HI7030L, Hanna Instruments) and 0.5 S/m solution (0.32 w/v% NaCl). Healthy human subjects (N=12 [6 
females, 6 males], age=28.3±4.7 years) were recruited with institutional review board approval. A 3T Siemens Magnetom 
Prismafit MRI system with a Tx/Rx Knee 15 Flare Coil was used, employing a 3D balanced steady state free precession 
(bSSFP) sequence. The sequence parameters were TR=5.69 ms, TE=2.84 ms, flip angle: 25°, XY-resolution: 
0.625mm/pixel, slice thickness: 0.6mm/slice, number of averages: 5, field of view: 160x160 mm2, bandwidth: 610 
Hz/pixel. The total scan was less than 5 minutes. 

 Quantitative Conductivity Mapping: Analysis was conducted on MATLAB. Regions of interest (ROIs) were manually 
segmented to outline phantoms and the medial femoral condyle and tibial plateau 
of human subjects. Conductivity calculations used the Helmholtz phase-based 
method (Eq. 1) [2-5] with the transceiver phase assumption (i.e., φ± = φ/2) and a 
Laplacian algorithm to estimate the 2nd order spatial derivative by convolution of 
a tri-variate 2nd order polynomial. For edge-aware processing, phase voxels that 

deviated past the threshold from the central phase voxel were excluded (Eq. 2). Voxels with negative conductivities were 
zeroed, and all QCMs were smoothed using 3D Gaussian smoothing. 

Parameter Optimization, Forward Model & Statistical Analysis: Parameters of interest included the Laplacian pad size, 
deviation threshold, and Gaussian smoothing parameters (standard deviation, kernel size, and iterations). The in silico 
forward model was created by fitting the phase image of a homogeneous phantom solution to a global tri-variate 2nd order 
polynomial to obtain a new phase profile. Parameter optimization was conducted using pad sizes (5, 10, 20, 25 voxels), 
deviation thresholds (5, 10, 20, 40%), and Gaussian parameters (sigma: 0.5, 1, 2; kernel: 5, 7, 11 voxels). Noise 
measurements of 0.3% were obtained from phase images of human knee cartilage ROIs. To further validate parameter 
sensitivity in the forward model, lower and higher levels of Gaussian noise (0.1% and 0.9%) were applied. Metrics of 
percent error from the expected value (1.9 S/m) and precision were used for comparisons. A two-way ANOVA was 
conducted on mean regional conductivities with factors being sex (male vs. female) and cartilage region (femoral vs. 
tibial) with significance set at p < 0.05.  

Results: The forward model demonstrated the sensitivity of QCM parameters in accurately reconstructing the ground 
truth conductivity. Small pad size (< 10 voxels) resulted in noisy data, while too large pad sizes (> 20 voxels) increased 
percent error (>5%) but maintained precision under 0.2 S/m. Excessive Gaussian 3D smoothing beyond 5 rounds was not 
favorable. Optimizing the post-processing determined a pad size of 10, a deviation threshold of 10-20%, and three rounds 
of 3D Gaussian smoothing to minimize error (Fig. 1A). The ground truth phantom conductivity profiles were successfully 
reconstructed with errors (<5%) (Fig. 1B). In the in vivo cohort, subtle differences were noted in the conductivity between 
the femoral and tibial regions, yet not significant. Mean conductivities were male: 0.95 ± 0.80 S/m (femoral) and 1.34 ± 



1.01 S/m (tibial); female: 1.00 ± 0.75 S/m (femoral) and 1.51 ± 0.86 S/m (tibial), respectively (Fig. 1D). The p-values for 
the two-way ANOVA were Gender (p=0.7628), Region (p=0.2174) and Gender*Region (p=0.8716). 

Figure 1: (A) In silico model with added noise levels, showing percent error and precision against pad size, (B) Multi-phantom data, 
successfully reconstructing expected conductivities. (C) Magnitude images with superimposed QCMs of medial tibiofemoral 
cartilages in example female (left) and male (right) subjects. (D) Mean regional conductivities of the healthy patient cohort. 

Discussion and Conclusions: The optimal parameters were a pad size of 10, deviation threshold of 10-20%, and three 
rounds of 3D Gaussian smoothing with a standard deviation of 0.5-1 and kernel size of 5-11 pixels for all noise levels. 
The in vivo conductivities did not show significant difference between the femur and tibia in both males and females. 
These results align with literature values for cartilage conductivity, which range from 1.12-2.98 S/m [5], 0.51-1.15 S/m [8], 
and 0.48 S/m at 128 MHz [6]. The observed variation in bulk conductivities may indicate physiological phenomena related 
to cartilage health. This study validates conductivity mapping in computational models, ground truth phantoms and in 
vivo articular cartilage of a healthy cohort using MR-EPT. We hypothesize that QCMs serve as potential biomarkers for 
early osteoarthritis detection. Further experimentation is required to understand how these variations correlate with 
disease states and the phenomena of articular cartilage under load, especially concerning regional heterogeneity. 
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Using Quantitative Susceptibility Mapping (QSM) as a biomarker for neurodegeneration af-
ter repeated Traumatic Brain Injury (rTBI). 
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Summary: Increased iron accumulation in specific regions of interest (ROIs) have been  observed in neurodegenerative 
diseases. In this study, we investigated whether these same regions display increased susceptibility in repeated Traumatic 
Brain Injury (rTBI) patients, particularly in victims of interpersonal violence (IPV), defined by behaviors that exert power 
and control over another, who have had repeated traumatic brain injuries11. The underserved and sparsely studied IPV 
cohort was of particular interest for this work. We found that QSM paramagnetic susceptibilities may help identify areas 
of potential neurodegeneration in this cohort. As such, QSM may be a promising biomarker in probing the lasting impact 
of rTBI in victims of IPV.  

Introduction: Traumatic Brain Injury (TBI) is a common and deleterious form of head injury which can cause patho-
logical and structural changes in the brain. Survivors suffer from progressive complications years after the acute injury, 
including neuronal death, brain atrophy, and a slew of cognitive and behavioral issues1,2. Individuals who have sus-
tained repeated TBI (rTBI) are at even higher risk for post-traumatic neurodegeneration. Repeated injuries have been 
linked to the later development of Chronic Traumatic Encephalopathy (CTE), Frontotemporal dementia (FTD), Parkin-
son’s Disease (PD), and Alzheimer’s disease (AD)1,3-5. Iron accumulation is one of the several post-injury pathologies 
which can cause harm to the brain. Iron deposition can lead to axonal damage, tau phosphorylation, and cell death. Iron 
deposition has also infamously been implicated in the aforementioned neurodegenerative diseases2-6. QSM is a useful 
imaging tool for measuring iron levels in clinical and research settings. This quantitative technique has demonstrated 
that certain regions of interest (ROIs) have significantly increased iron accumulation in patients with neurodegenerative 
diseases like PD and AD, compared to healthy controls4,7-10. There are particularly vulnerable subsets of patient popula-
tions who experience rTBI at an alarming rate, such as victims of interpersonal violence (IPV). As domestic violence is 
still a relatively newly recognized research issue, measuring rTBI in these patients may provide them with a better out-
comes11. Quantifying iron in patients with rTBI may serve as a biomarker for measuring brain damage or predicting 
neurodegeneration after multiple head injuries4,9. 
 
Methods: QSM images were analyzed retrospectively in 14 subjects, n=8 rTBI patients (41.9 ± 9.4 years) and n=6 
healthy, age-matched healthy controls (HC, 38.0 years ± 8.0 years). The rTBI cohort was broken into two subgroups: 
athletes with rTBI and victims of IPV with rTBI. All participants were scanned on 3T clinical MRI scanners (GE 
Healthcare) using the product head coil. The QSM imaging parameters were: 3D multi‐echo gradient echo (GRE), voxel 
size 0.58 mm × 0.58 mm × 3.0 mm, field of view 24 cm, matrix size of 416 x 320 x 56, six echo times with TE1=4.5 ms 
and ΔTE=9.9ms, repetition time TR = 58.5 ms, flip angle = 20 degrees, RBW = 244 Hz/pixel, elliptical k-space sampling 
and 0.80 phase field of view. QSM images were reconstructed using morphology enabled dipole inversion (MEDI)12. 
 
Images were segmented with ITK-SNAP13. Five regions of interest (ROIs) were identified and segmented manually: Red 
Nucleus (RN), Substantia Nigra (SN), Globus Pallidus (GP), Head of Caudate Nucleus (CN), and Putamen (P). Segmented 
regions were reviewed by a neuroradiologist, and the mean susceptibility values were calculated in ITK-SNAP for each 
region. Individual t-tests were performed on each of the five ROI groups to compare mean susceptibility values in indi-
vidual voxels of each ROI in the two cohorts, rTBI and HC. An additional post-hoc Bonferroni correction was performed 
to correct for multiple comparisons. We considered p<0.05 to indicate statistical significance. 
 
Results: Compared to healthy controls (SN: 62.9 ± 22.6; RN: 43.1 ± 18.6), a statistically significant higher susceptibil-
ity was observed in the SN (p=0.007) (rTBI: 122.5 ppm ± 31.4 ppm) and RN (p=0.03) (rTBI: 89.2 ppm ± 32.0 ppm) in 
the rTBI cohort, suggesting increased accumulation of iron. Within the rTBI group, the IPV subset demonstrated a 
mean susceptibility in the SN of 143.2 ppm ± 25.1 ppm and in the RN of 98.2 ppm ± 44.6 ppm. The athlete subset of 
the rTBI cohort demonstrated a mean susceptibility in the SN of 110.0 ppm ± 30.0 ppm and in the RN of 83.7 ppm ± 
26.5 ppm). QSM identified marginally significant differences in susceptibility in the GP in the rTBI cohort as compared 
to healthy controls (p=0.06). 



1 2  

Figures – Figure 1. QSM images of 2 rTBI patients (A) and 2 HCs (B). The top arrow is noting the hyperintensity in the substantia 
nigra in the rTBI patient as compared to the healthy control. The bottom arrow is noting the hyperintensity in the red nucleus in the 
rTBI patient as compared to the healthy control (a); Figure 2. Average susceptibility values of the selected segmented regions of 
interest. Red bars denote RTBI patients and gray bars denote HCs. Statistical significance was set at p<0.05 (b) 
 
Discussion and Conclusions: Our work demonstrates iron accumulation in subjects with rTBI. These subjects, particu-
larly the IPV group, had significantly increased magnetic susceptibility in the SN and RN, as compared to healthy con-
trols. This is likely to be of clinical relevance, given that iron accumulation in these ROIs is also observed in patients with 
AD and PD. QSM imaging in rTBI patients may be used as a clinical tool for assessing damage after injury or predicting 
regions of potential neurodegeneration. This may be a particularly vital and useful technique for underserved and under-
represented populations For example, IPV cohorts will greatly benefit from research, awareness, and increased education 
on this issue. Our results indicate that quantifying iron with QSM may be useful for the assessment of iron accumulation 
after head injury and may be a biomarker in specific regions for monitoring neurodegeneration.  
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Summary: We developed a 3D stack-of-spiral 

sequence for cardiac quantitative susceptibility 

mapping to acquire multi-echo gradient echo 

images in one breath-hold. The resulting differential 

blood oxygenation between the right/left heart was 

observed to be similar to that obtained using a 

previous navigator based Cartesian acquisition and 

validated through right heart catheterization. 

Introduction: Differential blood oxygen saturation 

between the right and left heart (ΔSaO2) is a key 

measure in pulmonary hypertension (PH) prognosis 

and clinical outcome prediction [1]. The current 

clinical practice for measuring cardiovascular blood 

oxygenation relies on right heart catheterization 

(RHC), which is an invasive procedure and entails 

the risk of ionizing radiation. Cardiac quantitative 

susceptibility mapping (QSM) is a novel cardiac 

magnetic resonance imaging technique for directly 

quantifying tissue magnetic susceptibility by utilizing the deoxygenated blood induced susceptibility contrast [2]. 

Previously, cardiac QSM used a prospective 1D diaphragmatic navigator and ECG-triggered 3D Cartesian multi-echo 

gradient echo data acquisition [3]. However, navigator setup can be complicated, and the acquisition times can be long. 

Here, we developed a 3D stack-of-spiral sequence for cardiac QSM to accelerate the data acquisition in one breath-hold 

and compared the results with navigator based cardiac QSM in terms of the ΔSaO2 quantification. 

Methods: A 3D spoiled multi-echo stack-of-spiral 

sequence was with golden angle rotated variable 

density spiral trajectory was used for data 

acquisition [4]. The same spiral trajectory was 

repeatedly and continuously sampled within one 

TR for multi-echo signal and across all the slice 

encodes before moving on to the next leaf. The 

FOV was set up in the axial plane covering the 

heart. Imaging parameters were: number of leaves 

36, readout length 1096, readout bandwidth 

±125kHz, flip angle 12º, number of echoes 3, 

TE1/TR/ΔTE = 0.4/17.8/5.9msec, reconstructed 

matrix size 256×256×24, image resolution 

1.8×1.8×5mm3. Prior to the multi-echo acquisition, 

a reference free induction decay (FID) signal was 

acquired along kz encoding for off-resonance 

correction [5]. With the above setting, spiral QSM 

can be acquired under 20sec within one breath-hold. 

For comparison, the navigator based Cartesian QSM (NAV QSM) was performed with the same FOV, reconstructed 

matrix size and resolution. Other imaging parameters were: readout bandwidth ±83.33kHz, flip angle 15º, number of 

echoes 5, TE1/TR/ΔTE = 1.4/18.7/3.4msec. A GRAPPA factor of 2 was implemented to reduce scan time. 

For QSM reconstruction, both spiral QSM and NAV QSM followed the same post-processing as below. An initial field 

map was fitted form the complex multi-echo gradient echo data, unwrapped using the graph-cut based method [6]. Then 

Figure1 – Representative cases of NAV and spiral combined echo 

magnitude and QSM images in healthy volunteer (a), COVID-19 survivors 

(b) and pulmonary hypertension (c). Estimated ΔSaO2 is at the lower-left 

corner of QSM; PH RHC reference is 36%. 

Figure2 – Comparison between ΔSaO2 from spiral and NAV QSM in healthy 

volunteer (a,d), COVID-19 survivors (b,e) and PH subjects (c,f) for Deming 

Regression and Bland Altman plot. 



iterative decomposition of water and fat with echo asymmetry and least squares estimation (IDEAL) [7] was applied to 

get the water, fat and field map. QSM was computed using total field inversion (TFI+0) [3, 8] with L2 based regularization 

to minimize the blood pool susceptibility variation: 

𝑦∗ = argmin
𝑦

‖𝑤(𝑓 − 𝐷𝑃𝑦)‖2
2 + 𝜆‖𝑀𝐺𝛻𝑃𝑦‖1 +  ∑ 𝜇𝑖‖𝑀𝑖𝑃(𝑦 − 𝑦̅𝑖)‖

2

2

𝑖
 (1) 

Where 𝑀𝑖 are the heart chamber masks segmented from the magnitude images using a 3D U-Net based deep neural 

network. The final QSM is derived as 𝜒 = 𝑃𝑦∗. Then, ΔSaO2 was estimated from the difference between the mean 

susceptibility in right/left ventricle blood pools and scaled by individual hematocrit.  

Healthy volunteers, COVID-19 survivors and PH subjects were scanned on a 3T scanner (GE MR750) and a 3T clinical 

scanner (GE PET/MR). Deming Regression and Bland-Altman plot were used for comparison among ΔSaO2 from spiral 

and NAV QSM, and RHC (which was available in the PH cohort only). 

Results: Representative images are shown in Figure 1. All N=10 

healthy volunteers (age: 30±8, 20% female) were images 

successfully. Among the COVID-19 survivors, N=75 subjects 

(age: 53±16, 56% female) successfully underwent both spiral and 

NAV QSM. In the same group, 13 additional subjects did not have 

NAV QSM acquired due to the limited exam schedule and/or 

subjects’ unavailability for longer scan time. The average NAV 

QSM scan time was 415±140sec with navigator efficiency 

39.2±11.1%, versus 20sec spiral QSM and 100% efficiency. In 

both cohorts, Deming regression and Bland-Altman plot shows 

similar ∆SaO2 between spiral and NAV QSM (healthy volunteers: 

∆SaO2,sp = 1.07∆SaO2,NAV − 1.09 (%),  r=0.96; COVID-19 

survivors: ∆SaO2,sp = 1.09∆SaO2,NAV −  1.93(%),  r=0.80) in 

Figure 2. 

In the PH cohort, N=40 subjects successfully underwent both 

spiral and NAV QSM and had RHC performed within 2months 

prior to MRI, NAV QSM had an average scan time of 428±189sec 

and 38.9±14.4% navigator efficiency, whereas spiral QSM was 

20sec and 100% efficiency. Method comparison between spiral 

and NAV QSM in terms of quantification showed good 

agreement (Figure 2C,  ∆SaO2,sp = 0.91∆SaO2,NAV + 3.90 (%), r=0.71). By comparing each imaging method with 

clinical reference value from RHC, it demonstrated that spiral QSM slightly outperformed NAV QSM with better 

correlation and lower limits of agreements (Figure 3, spiral ∆SaO2,sp = 1.05∆SaO2,RHC − 2.49 (%), r=0.75; NAV 

∆SaO2,NAV = 1.16∆SaO2,RHC − 6.99 (%), r=0.74).  

Discussion and Conclusions: The proposed non-gated spiral cardiac QSM achieved data acquisition within one breath-

hold and 100% scan efficiency in our multi-cohort study. Limitations include the lack of cardiac gating and/or triggering, 

which induces a degree of image blurring. Nevertheless, our results in all three cohorts showed well-aligned agreement 

between spiral and NAV QSM for ΔSaO2 quantification. Additionally, cardiac QSM based ΔSaO2 estimation was 

validated using RHC derived oxygenation in the PH cohort. These results suggest the feasibility of including cardiac 

QSM as part of a clinical CMR exam in PH patients. 
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Figure3 – Spiral QSM (a, c) and NAV QSM  (b, d) estimated 

ΔSaO2 w.r.t. RHC in PH cohort for Deming Regression and 

Bland Altman plot.   
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Summary: A deep neural network was developed for cardiac chamber segmentation to facilitate an automated cardiac 

quantitative susceptibility mapping processing pipeline suitable for clinical studies.  

Introduction: Cardiac Quantitative Susceptibility Mapping (QSM) provides is a non-invasive method for measuring the 

blood oxygen saturation difference (ΔSaO2) between the right and left heart [1]. A previously validated cardiac QSM 

method uses total field inversion (TFI+0) [2-4] combined regularization term that imposes signal uniformity on the cardiac 

chambers. The same chamber segmentations are also required for the right-left heart ΔSaO2 measurements. In this method, 

this segmentation was performed manually preventing this method from wider clinical use. Deep neural networks have 

emerged as a mainstream data-driven approach for automatic medical image segmentation in various imaging modalities 

and scenarios [5]. However, most existing segmentation methods or public cardiac datasets are either focused on short-

axis view or using balanced steady-state free-precession (bSSFP) based images [6-8]. In contrast, cardiac QSM uses 

multi-echo gradient-echo (mGRE) often in axial orientation. Due to the intrinsic low signal-to-noise ratio in mGRE, a 

customized 3D deep learning segmentation network is needed to make the cardiac QSM pipeline fully automatic. 

Methods: A retrospective dataset consisting of N=120 cardiac QSM exams performed on COVID-19 survivors on a 3T 

clinical scanner (GE PET/MR) is constructed for this study. The cardiac QSM data were acquired using a free-breathing 

ECG-triggered 3D spoiled multi-echo gradient echo sequence with 1D diaphragmatic navigator on axial plan covering 

the whole heart to pulmonary arteries. Imaging parameters are as follows: TE1/TR/ΔTE = 1.4/18.7/3.4msec, number of 

echoes Ne = 5, flip angle FA = 15º, readout bandwidth ±83.33kHz, image resolution 1.8×1.8×5mm3, reconstructed matrix 

size 256×256 with on average 24 slices. All subjects were provided consent for this IRB approved protocol.  

For each exam, a combined multi-echo gradient echo magnitude image was used to manually segmented out eight 

chambers and vessels including left ventricle (LV), right ventricle (RV), left atrium (LA), right atrium (RA), ascending 

aorta (AAo), descending aorta (DAo), main pulmonary artery (PA) and superior vena cava (SVC). All masks were 

reviewed by an experienced cardiologist. The corresponding QSM was reconstructed with this mask using TFI+0: 

𝑦∗ = argmin
𝑦

‖𝑤(𝑓 − 𝐷𝑃𝑦)‖2
2 + 𝜆‖𝑀𝐺𝛻𝑃𝑦‖1 + ∑ 𝜆𝑖‖𝑀𝑖𝑃(𝑦 − 𝑦̅𝑖)‖

2

2

𝑖
 

Where blood pool susceptibility uniformity was imposed in each of the aforementioned regions as denoted by 𝑀𝑖. ΔSaO2 

was then estimated by taking the difference of the LV and RV mean susceptibility and scaled by the hematocrit. 

Two U-Net architecture based 3D deep neural 

networks were trained to perform automated 

chamber segmentation on this dataset: 1) 

unetVgg using convolutional layers, and 2) 

unetRes using residual blocks within each 

convolution. The dataset was randomly split 

into 84/24/12 training/validation/test sets. 

Both models were trained with a 5-fold cross-

validation on the training/validation sets using 

stochastic gradient descent in 2000 epochs. 

During each epoch training, the network was 

fed a 3D combined-echo magnitude image 

with random location cropping and rotation 

for data augmentation. A multi-class cross 

entropy was chosen as the loss function to 

match the manually segmented labels. An 

ensemble model was constructed using the 

average probability map taking from each 

fold of the trained model resulting in the 

final output of the auto-segmented labels. 

Dice scores on each cardiac chamber were 

Figure1 – A representative case in the test set (combined echo magnitude image, 

a) with segmentation from manual label (b), unetVgg (c) and unetRes (d); and 

their corresponding QSM. The number in (c) and (d) indicates the average dice for 

unetVgg and unetRes segmentation, respectively. The numbers on QSM indicates 

ΔSaO2 estimated by using manual label (e), unetVgg (f) and unetRes (g) 

segmentation.  



computed for each segmentation. Both segmentations were then used to recompute a cardiac QSM and the associated 

ΔSaO2. The latter were compared with the manually obtained values using Bland-Altman analysis and Deming regression. 

The deep learning network was implemented in python3 using pyTorch on NVIDIA GPUs. QSM reconstruction was 

conducted using MATLAB R2020b. Statistical analysis was performed using R 4.3.0. 

Results: A representative case with manual segmentations, both model segmentations and their corresponding QSM are 

shown in Figure 1. The dice scores across all the classes and the mean dice measures are summarized in Figure 2 across 

the test cases, where the mean dice scores from unetVgg vs unetRes are 0.79±0.042 vs 0.78±0.045 using the manual 

segmentation as the ground-truth. The derived oxygen saturation difference from both models and the manual 

segmentation are compared in Figure 3 in the test cases. The regression of each model to manual are: ΔSaO2,vgg =  

1.30ΔSaO2,m – 5.41 (%), Pearson’s r = 0.75; ΔSaO2,res =  1.11ΔSaO2,m – 2.95 (%), Pearson’s r = 0.81. 

Discussion and Conclusions: The results shown here demonstrate the ability of unetVgg and unetRes models to segment 

the designated cardiac chamber with a comparable result compared to the manual labels in terms of dice comparison as 

well as in this specific study, the ΔSaO2 quantification. Although dice-wise, unetRes resulted in a slightly lower 

performance across all the chambers, it provided a ΔSaO2 closer to the manually obtained value. This shows that a ResNet 

based 3D U-Net neural network can be suited for heart chamber segmentation in the context of cardiac QSM study. This 

is a promising first step to making cardiac QSM fully automated. 
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Figure2 – The average dice scores (mean ± sd) across all 

the segmented chambers in the ensemble unetVgg and 

unetRes model. 

Figure3 – Bland-Altman plot (first row) and Deming 

regression (second row) for ΔSaO2  comparison by using the 

unetVgg (a, c) and unetRes (b, d) segmentation in the test set 

w.r.t. the manual labels. 
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Summary: We have characterized the temporal signal-to-noise ratio of BOLD fMRI, fQSM and fEPT time series, 

acquired simultaneously using a multi-echo (ME) GRE-EPI sequence in the human brain. The novel QSM and EPT based 

tSNR distributions reflect the conventional magnitude tSNR, with some noticeable high tSNR “hot spots” and low tSNR 

in the cerebellum for EPT. 

Introduction: In fMRI, the temporal signal-to-noise ratio (tSNR) is a measure of data quality over time and depends on 

the MRI acquisition parameters1-5. It determines the sensitivity of an acquisition to activation-induced blood oxygen level 

dependent (BOLD) signal changes2,4, and consequently affects the statistics in fMRI time series analysis1,6. Recent 

advances in tissue electro-magnetic properties imaging have enabled functional activations to be probed via tissue 

susceptibility and electrical conductivity changes. Reconstructed from the MRI phase, functional quantitative 

susceptibility mapping (fQSM)6-10 and functional electrical properties tomography (fEPT)11-16 have shown promise in 

detecting neuronal activations. 

Although significant fQSM and fEPT activations have been observed using a typical general linear modeling approach6, 

the tSNRs in the fQSM and fEPT time series have not been characterized. Moreover, these tSNRs could help interpret 

variations between subjects and aid comparisons of studies using different acquisition hardware and protocols6-16. 

Therefore, here we calculated tSNRs of fQSM and fEPT and compare them with the fMRI tSNR, acquired simultaneously 

using a ME GRE-EPI sequence17. 

Methods: Three healthy volunteers (HVs) were scanned on a 3T Prisma (Siemens, Erlangen, Germany) using a ME 2D 

GRE-EPI sequence17, with 1.3 mm isotropic resolution, GRAPPA = 4, MB = 3, TR = 4034 ms, TEs = 15.6, 41.6, 67.6 ms, 

seventy volumes were acquired with a block design visual stimulus paradigm17. For fMRI, echo images within each 

volume were combined for optimal BOLD contrast18. QSM was calculated from the complex data using an optimised 

reconstruction pipeline as described previously10. We extrapolated the MR transceive phase (𝜑0) from the complex data16 

and then reconstructed the EPT time series using a surface integral method with MagSeg magnitude and segmentation 

kernels19 derived from the mean echo-combined18 magnitude images over all 70 volumes. The resulting fMRI, fQSM and 

fEPT were registered across the time-series, and the tSNR map for each time series was calculated as the temporal mean 

over the temporal standard deviation in each voxel. 

Results and Discussion: Fig. 1 shows the echo-combined magnitude (a), QSM (b) and EPT (c) of a single volume their 

temporal means over the 70 coregistered volumes, and the corresponding tSNR maps (d-f) in a representative subject. 

Compared with the conventional echo-combined magnitude tSNR (Fig. 1d), the EPT time series showed a more 

inhomogeneous tSNR distribution (Fig. 1f) with the lowest tSNR observed in CSF. This may be because the reconstructed 

conductivity values in the CSF are highly variable and often either negative or extremely high.  

Figure 1 – Single volume (top) and mean images over 70 volumes (bottom) for echo-combined magnitude (a), QSM (b) and 

EPT (c) in HV1. Temporal SNR (tSNR) calculated for echo-combined magnitude (d), QSM (e) and EPT (f) time series in HV1. 

Note that the absolute value of the QSM tSNR is shown so that all tSNRs could be shown on the same (natural logarithm) scale. 



The EPT tSNR was very low in the cerebellum due to residual 

slice-to-slice phase inconsistency artefacts17,20. The magnitude 

had the highest tSNR (Fig. 2a) with the highest values at the 

(posterior) brain edges, reflecting the RF coil sensitivity 

distribution. The QSM tSNR is more difficult to interpret due to 

the presence of both paramagnetic (positive) and diamagnetic 

(negative) tissues and regions in between having tSNR values 

close to zero, even in the absolute QSM tSNR maps shown. 

Despite this, the QSM tSNR maps show a similar distribution to 

the EPT tSNR maps, with the highest values in the back of the 

brain. 

Conclusions: We characterized the tSNR of fQSM and fEPT for 

the first time and compared them with the tSNR of conventional 

BOLD fMRI. The distinct tSNR maps for the fQSM and fEPT 

time series may facilitate the interpretation of these novel 

functional contrasts and provide a tool to assess the acquisition 

quality for these modalities. 
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Figure 2 – Maximum intensity projections of the 

tSNR of echo-combined magnitude (a), QSM (b) 

and EPT (c) in three HVs. 
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Summary: Radiomic features extracted from preoperative quantitative susceptibility maps predict both motor and non-

motor numerical outcomes of deep brain stimulation surgery to treat Parkinson’s disease. 

Introduction: Deep brain stimulation (DBS) in the subthalamic nucleus (STN) is a treatment for motor symptoms in 

advanced Parkinson’s disease (PD) [1]. Predicting DBS outcomes (particularly non-motor symptoms such as depression) 

to optimize patient selection is an important unmet clinical need. The current state of the art is preoperative levodopa 

challenge test (LCT) [2],  which is subjective and has poor predictive power [3]. In addition to its role in presurgical 

planning [4] and disease progression [5], recent work demonstrates correlation between radiomic features of quantitative 

susceptibility maps (QSM) and DBS binary outcomes [6]. This work demonstrates that QSM radiomic features can predict 

both motor and nonmotor DBS outcomes as continuous variables using the least absolute shrinkage operator [7] (Lasso) 

combined with a novel label noise compensation approach. 

Methods: This was a retrospective study approved by the Mount Sinai Hospital ethics committee and informed consent 

was obtained from all patients. Thirty-one patients undergoing bilateral STN-DBS were recruited based on: 1) diagnosis 

of idiopathic PD, 2) demonstrated response to levodopa, 3) motor complications impacting quality of life despite optimal 

medical management, 4) intact cognitive functioning, and 5) presence of medication-refractory tremors. Exclusion criteria 

were: 1) atypical parkinsonian disorders, 2) severe psychiatric illness, 3) dementia, 4) diffuse cerebral ischemic changes 

on brain MRI, and 5) systemic comorbidities. QSM was acquired from multi-echo gradient echo (mGRE) data and 

reconstructed with MEDI-L1. [8] Presurgical metrics were UPDRS scores on and off medication according to LCT. 

Postsurgical metrics are UPDRS scores on stimulation and off medication. [9] The predicted variable 𝑦 was UPDRS-III 

improvement defined as 𝑦 =
𝑢𝑝𝑟𝑒𝑠𝑢𝑟𝑔𝑖𝑐𝑎𝑙−𝑢𝑝𝑜𝑠𝑡𝑠𝑢𝑟𝑔𝑖𝑐𝑎𝑙,𝑜𝑛 𝑠𝑡𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛

𝑢𝑝𝑟𝑒𝑠𝑢𝑟𝑔𝑖𝑐𝑎𝑙
. The substantia nigra (SN) and STN were segmented 

using a patient specific atlas and nonlinear registration with the Advanced Normalization Tools (ANTS) toolbox. Per ROI, 

1595 features were extracted using a PyRadiomics [10][11]. Recursive feature selection was conducted and a Lasso 

model was fit using least angle regression (SciKit-Learn [12][13] to find the optimal weights 

 𝑤∗ = argmin
1

2𝑁
‖𝑦 − 𝑋Φ𝑤‖2

2 + 𝜆‖𝑤‖1. Hyperparameters included splits 𝑘, selected features 𝑚 and Lasso 

regularization parameter 𝜆. The proposed pipeline is in Figure 1. Nested cross-validation was used to train and test the 

model. For the outer loop, given the sample sizes, a leave-one-out approach [14, 15] was used where the model was 

trained with 𝑁 − 1 subjects and was tested on the excluded subject. This was repeated for each subject. For the inner 

loop, the splits 𝑘, recursively selected (step size 1000) features 𝑚, and regularization 𝜆 were chosen by minimizing the 

training error. Each feature of the 𝑁 − 1 training samples was standardized and the training error for cross-validation 

stratified splits 𝑘 = {2, 3, 4} and regularization parameters 𝜆 were computed. The minority class (𝑦𝑡𝑟𝑎𝑖𝑛 < 0.3) [16]  was 

resampled to allow stratified split 𝑘𝑚𝑎𝑥 = 5. The dataset was augmented by factor 𝑄 = 3 and label noise multiplier 𝜂 =

2.326 with label noise to compensate [17] for human rater variability in UPDRS-III [18]. The model was retrained over 

the entire dataset using 𝑚∗ features, optimal split 𝑘∗, and optimal regularization parameter 𝜆∗. The predictive power of 

LCT and Lasso with noise compensation was evaluated using linear regression (correlation 𝑟, slope 𝑚, intercept 𝑏, 

significance 𝑝). This process also used in the 25 patients with complete scores to predict nonmotor symptoms as measured 

by the Beck Depression Inventory [19] after Tukey outlier rejection [20] for sample sizes smaller than 30 (𝑁𝑜𝑢𝑡𝑙𝑖𝑒𝑟𝑠 = 6). 

Noise compensation used parameters 𝑄 = 1, 𝜂 = 1.5 to retrain the pipeline on 𝑁𝑠𝑎𝑚𝑝𝑙𝑒𝑠 = 19. 

Results: Radiomic predictions of motor outcomes are shown in Figure 2a (𝑟 = 0.73, 𝑝 < 0.01), in addition to radiomic 

correct binary classification of all cases as success (improvement greater than or equal to 0.3) or failure, while LCT failed 

on both numerical prediction (𝑟 = −0.11, 𝑝 = 0.57) and binary classification. Figure 2b a similar trend for nonmotor 

outcomes  𝑟 = 0.62, 𝑝 < 0.01 for the radiomic model while LCT failed to predict outcomes (𝑟 = 0.25, 𝑝 > 0.01). 

Features with predictive value are shown in Figure 3. Note that motor predictions rely on age, disease duration and high-

frequency content features consistent with previous findings [21]. 

Discussion and Conclusions: Radiomic features on QSM improve predictions of both motor and nonmotor outcomes of 

deep brain stimulation surgery.  

Figures: Figure 1. Model schematic demonstrating QSM input, feature extraction, training and prediction for each model.  

Figure 2. Predicted improvement for UPDRS-III and BDI metrics after DBS surgery.  

Figure 3. Predictive features grouped by frequency in 𝑁 models. 
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Summary: In this study, we investigated the paramagnetic components (PCS) of the magnetic susceptibility (QSM) of 

brain tissue and its relationship to total iron concentration as measured by mass spectrometry. Compared to QSM, the 

PCS revealed a stronger correlation to iron, including structures where QSM failed to show a correlation with iron. Our 

results reinforce the idea that PCS reflects better the iron distribution in the brain. 

Introduction: The sensitivity of Quantitative Susceptibility Mapping (QSM) to iron distribution in the brain has been 

thoroughly investigated in postmortem studies using many different iron quantification techniques [1], where strong 

correlation was found on iron-rich structures. Recently, the development of robust techniques for sub voxel source 

separation of diamagnetic and paramagnetic components [2-3] has opened a venue for further investigation of brain’s 

magnetic properties. However, quantitative validation of these techniques using ground truth references has not been 

performed yet. In this study, we evaluated the relationship between the paramagnetic components from the 

DECOMPOSE-QSM [2] and compared the results against conventional QSM. 

Methods: The research ethics committee of the Medical School of the University of São Paulo (approval number 14407) 

approved this study. For this study, 12 postmortem subjects were included (mean age of 66.53 ± 15.91 years old). Subjects 

underwent MRI with postmortem interval between 11h and 24h. A 3D-GRE multiecho sequence was used with the 

following parameters: flip angle of 10º, 5 echoes (1st 3cho 5ms; echo interval 4ms), 25ms repetition time, resolution of 

0.5x0.5x1.0 mm3 and Field of View of 203x224x128 mm3. 

For each subject, 8 regions of interest (ROI) from the Gray Matter (GM) were manually segmented by visual inspection 

comparing the images to photographs taken during sample extraction. The following structures were included: Caudate 

Nucleus (CN); Pre-Central Cortex (CPR); Entorhinal Cortex (ENT); Globus Pallidus (GP); Hippocampus (HIP); Putamen 

(PUT); Red Nucleus (RN) and Substantia Nigra (SN). Total iron concentration was measured using Inductively Coupled 

Plasm Mass Spectrometry (ICP-MS). 

QSM maps were processed using the following pipeline: nonlinear fitting of phase images; phase unwrapping (Laplacian 

algorithm); background field filter (V-SHARP) and dipole inversion (STAR-QSM). Paramagnetic (PCS) and diamagnetic 

(DCS) components maps were generated using the DECOMPOSE-QSM algorithm, preprocessing steps were the same 

as for conventional QSM. For the analysis, mean values of QSM and PCS maps at each ROI was compared against iron 

concentration. A correlation test (correcting for multiple comparison) and linear regression was performed. 

Results: Figure 1 shows the QSM, PCS and DCS from two different subjects. Figure 2 shows the linear plot between 

QSM and PCS against iron concentration by including all ROIs (A and B) and individually per ROI (C and D). 

Figures  

 

Figure 1: The QSM, PCS and DCS maps processed for one postmortem subject. 



 

Figure 2: Linear plot, correlation and linear regression between QSM (left, A and C), PCS (right, B and D) versus iron concentration. 

A and B show the overall relationship between QSM/PCS and iron. C and D show the relationship per ROI, whereby red plots 

indicate a statistically significant correlation 

 

Discussion and Conclusions: The results show that the PCS showed an increase in the correlation to iron, when compared 

to QSM. The linear regression of the overall relationship between PCS and iron yielded a slope slightly higher than 

conventional QSM (0.83 compared to 0.78), however it is still lower than theoretical prediction for the ferritin’s 

contribution to susceptibility, estimated to be around 1.25 at the temperature range of postmortem subjects. Additionally, 

more correlations that were not observed on conventional QSM (the CPR and ENT structures) were observed on PCS. 

These results suggest increased sensitivity to iron when considering only the paramagnetic component. The only 

exception was the HIP structure that did not show any correlation even for the PCS maps. 
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Summary: In this study, we compared χ-separation results according to different methods for obtaining R2’. 

Introduction: The recently developed χ-separation method provides the distribution of susceptibility sources within the 

brain, which contains rich information about brain structures [1]. In χ-separation, paramagnetic and diamagnetic 

susceptibility maps can be reconstructed from a phase map and an R2’ (= R2* - R2) map. However, obtaining an R2 map 

is challenging due to SAR limits or long scan time of multi-echo spin echo (MESE) scans (e.g. a MESE scan with a 

resolution of 1×1×2 mm3 takes 13.5 minutes [2]). Accordingly, several studies have tried to acquire low quality R2 maps 

within short scan time [3], or estimate R2’ without acquiring R2 maps [4,5]. In this study, we compared χ-separation 

results for different methods for obtaining R2’ maps, either with acquiring low quality R2 maps or without acquiring R2 

maps. The comparison results may provide guidelines for acquisition or processing for R2 (or R2’) in χ-separation. 

Methods: In this study, we compared a total of five different methods of obtaining R2’ maps, where two methods utilize 

low quality R2 maps, and three methods estimate R2’ maps without using R2 maps. The first two methods are using R2 

maps acquired from low-resolution MESE data or acquired from turbo spin echo (TSE) data. These two methods were 

investigated using retrospectively generated data from the fully sampled MESE data. The other three methods are using 

nominal value for R2, using linear approximation for obtaining R2’ from R2*, and using neural network to reconstruct 

R2’ from R2*. 

For the reference data, we utilized four subjects from Chi-sepnet dataset [2] which contains multi-echo gradient-recalled 

echo (mGRE) data and MESE data. The mGRE data was acquired with the following scan parameters: resolution=1×1×1 

mm3, TR=38 ms, TE1/ΔTE/TE6=7.7/5.0/32.8 ms, matrix size=256×224×176. The MESE data was acquired with 

following scan parameters: in-plane resolution=1×1 mm2, slice thickness=2 mm, TR=7800 ms, TE1/ΔTE/TE6=15/15/90 

ms, matrix size=256×204, number of slices=76. From mGRE data and MESE data, paramagnetic (χpara) and diamagnetic 

(χdia) susceptibility maps were reconstructed using χ-separation toolbox [6] with following processing methods: ROMEO 

for phase unwrapping, V-SHARP for background field removal, ARLO for R2* fitting, dictionary-based fitting for R2 

fitting, and Chi-separation (MEDI) reconstruction for susceptibility imaging [1]. The reconstructed susceptibility maps 

were regarded as reference susceptibility maps for comparison.  

To investigate the case of using low-resolution MESE data, a low-resolution MESE data with 1×3 mm2 of in-plane 

resolution was generated from original MESE data by truncation on k-space data along the phase encoding direction 

(expected scan time = 4.5 min). After that, susceptibility maps were reconstructed using the same processing methods as 

described above. 

For the investigation of the case of using TSE data, a dual echo TSE data was generated from MESE data with a readout 

scheme of TE1/TE2=15/90 ms and ETL=6 (expected scan time = 4.5 min). Because the dual echo TSE data have only two 

echoes, B1 was set to 1 in dictionary-based fitting for R2 mapping. Susceptibility maps were reconstructed using the same 

processing methods as above.  

To investigate the case of using nominal value, R2 was set to 13 Hz considering typical T2 values in the white matter and 

gray matter are 60-100 ms in 3T [7].  

For the case of using linear approximation, R2’ was estimated using a linear approximation model between R2* and R2’ 

(R2*= αR2’) as suggested in the previous paper [5]. By linear regression of R2’ and R2* values in 8 ROIs in a 

representative subject, the coefficient α was estimated as 2.7646. This estimated coefficient value was applied in all 

subjects. 

To explore the case of using neural network for R2’ reconstruction, the R2Pnet, which reconstructs R2’ maps from R2* 

maps, was utilized. This network was trained using pairs of an R2’ map and an R2* map from 6 subjects.  

For quantitative evaluation of susceptibility maps from each method, RMSE, SSIM, and HFEN were measured with 

respect to reference susceptibility maps. Also, we performed linear regression analyses in 24 ROI regions (11 regions for 

χpara and 13 regions for χdia) from four subjects between reference susceptibility maps and other susceptibility maps.  

Results: When using low resolution MESE data, RMSE and SSIM, and linear regression analysis results showed the best 

metric compared to the other methods. When using TSE data, it showed best HFEN metrics, however, the slope in linear 



regression analysis results in χdia was 0.84, implying that underestimation in χdia values in ROI regions. When using 

nominal value or linear approximation, it showed relatively large reconstruction errors compared to other methods. When 

an R2 map is not utilized, using a neural network for obtaining R2’ maps showed the best metric in RMSE, SSIM, and 

HFEN compared to other two methods. 

Discussion and Conclusions: In this study, we compared five different methods of acquiring R2’ maps in short scan time 

or no scan for R2 mapping. Each of the five methods has pros and cons. Using the low-resolution MESE data can be an 

effective method to reduce scan time. Using the TSE data can yield a good quality of susceptibility maps, however, 

susceptibility values can be underestimated especially in χdia. When an R2 map is unavailable, using neural network based 

R2’ reconstruction method yielded best results among three methods. However, this study has several limitations. First, 

our investigation on the two cases of using low quality R2 maps were performed on retrospectively generated images. 

Second, this study investigated a limited case of each method (e.g. low-resolution MESE data were downsampled by a 

factor of 3). In further study, a more detailed investigation for each method needs to be considered. 

Figures –The representative slices, quantitative metrics, and linear regression analysis results of (a) χpara and (b) χdia maps. 
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Summary:  By comparing two susceptibility source separation techniques on human postmortem brain tissue, it was 
found a good agreement between methods for the paramagnetic component, whereas the diamagnetic component showed 
disagreements on some white matter structures. Weak correlations were found between both diamagnetic maps by using 
the diffusion fractional anisotropy values as a measure of tissue anisotropy and myelination. 

Introduction: Iron is the primary source of paramagnetic susceptibility in the brain, while myelin is the main source of 
diamagnetism [1]. Myelin is predominantly found in white matter, but also in gray matter, especially, in basal ganglia 
structures [2]. Conventional Quantitative Susceptibility Mapping (QSM) cannot separate the opposing effects of iron and 
myelin, recent methods such as APART-QSM and DECOMPOSE have been developed to address this issue [3, 4, 5]. 
These methods can provide a more specific analysis of iron and myelin's roles in neurodegenerative diseases considering 
specific Regions of Interest (ROI). Fractional anisotropy (FA) values can be related to myelin content [6]. This study 
compares ROI to ROI the APART-QSM and DECOMPOSE methods for separating susceptibility in postmortem data.  

Methods: The research ethics committee of the Medical School of the University of São Paulo (approval number 14407) 
approved this study. MRI scans were conducted on 45 postmortem subjects aged 31 to 91 using a 7T MR scanner. The 
APART-QSM[3] and DECOMPOSE[4] methods derived paramagnetic and diamagnetic susceptibility values across 9 
deep gray and 7 white matter regions (Figure 1). ROI segmentation was done automatically using first FSL and a specific 
atlas (https://github.com/SNU-LIST/chi-separation-atlas). All the maps, including FA, were linearly transformed from 
native to 3D T1-weighted image space using ANTS software. Pearson correlation was used to analyze the correlations 
between methods. 

 

Figure 1 Regions of interest in white (WM) (red) and grey matter (GM) (blue)  

Results:  

  

Figure 2 Examples of paramagnetic (a) and diamagnetic (b) susceptibility maps obtained with both methods.  

Paramagnetic susceptibility values show a good correlation between the methods (R²=0.78) (Fig. 3 b). All structures show 
a Pearson correlation coefficient above 0.6 (Fig. 3 a). On the other hand, the diamagnetic components were less correlated 
(R²=0.44), as in some structures of white matter regions we did not find significant correlations (Fig. 3a). The linear 



regression between methods yielded angular coefficients of 1.06 and 1.27 for the paramagnetic and diamagnetic 
components, respectively (Figs. 2.b-c). 

The association of diamagnetic values and fractional anisotropy in all studied regions did not show significant correlations 
for both APART (R2=0.04)  or  DECOMPOSE (R2=0.05). However, the individual ROI  analysis show some significant 
associations (Fig. 4). For APART-QSM 7/18 regions were significant associated, while for DECOMPOSE, only 4/18 
regions.  

 

Figure 3 Correlation between susceptibility values obtained 
with APART-QSM and DECOMPOSE (a) Table with 
Pearson's correlations for each ROI comparing both 
separation methods (b) All susceptibility values for 
paramagnetic (b) and diamagnetic components (c) 

 

Figure 4 Correlation analysis for each ROI between 
diamagnetic susceptibility, obtained with APART-QSM  or 
DECOMPOSE, and fractional anisotropy values.  

 

Discussion and Conclusions: Both methods showed an overall consistent correlation between results, with the 
paramagnetic components displaying a better correlation compared to the diamagnetic components. By evaluating each 
ROI separately, it was found that the diamagnetic components displayed no correlation on some WM structures. 

The results suggest that the paramagnetic components are less affected by the sub-voxel modeling of the signal. The 
diamagnetic component, on the other hand, is less consistent and indicates a strong sensitivity to the method used. 
Furthermore, the effect of anisotropy and orientation may have also influenced the results since these effects may interfere 
with the initial consideration of the linear relationship between R2* or R2' and susceptibility used by both methods. 

By comparing the diamagnetic components to the FA maps, a weak negative correlation was observed for both methods; 
however, when evaluating per ROI, some structures showed a significant correlation. While diffusion and susceptibility 
anisotropy originate from different biophysical mechanisms, there are some similarities between these quantities 
throughout the brain. However, unlike diffusion, susceptibility values may change from negative to positive depending 
on the fibers' relative orientation, which could also have influenced the results from the FA comparison. 
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Summary: This work develops a non-invasive method to evaluate liver fibrosis using MRI. Diamagnetic sources are separated 

from paramagnetic sources using a biophysical model and multi echo gradient echo data. The value of the diamagnetic sources 

can be used to quantify the amount of accumulation of collagen due to liver fibrosis. Significant differences in liver negative 

susceptibility were observed between non-fibrotic/mild-stage fibrosis (F0, F1), medium stage fibrosis (F2, F3), and cirrhosis (F4).  

Introduction: Liver fibrosis is a pathological condition characterized by the excessive accumulation of extracellular matrix 

proteins, particularly collagen, as a response to chronic liver injury (1). The extracellular matrix proteins and collagens are 

diamagnetic. Therefore, the amount of diamagnetic susceptibility sources may be used to evaluate the stage of liver fibrosis. 

However, the coexistence of paramagnetic contents such as iron in some patients with liver fibrosis makes measuring the 

diamagnetic content difficult. Recently, a biophysical model was proposed that separates the paramagnetic and diamagnetic 

sources in MRI by utilizing QSM and additional 𝑅2’ information (2-3). In this work, we demonstrate that the diamagnetic 

susceptibility can be useful to quantify the fibrotic tissues in the liver. In this work, we compare different MRI parameters 

including R2*, R2, R2’, QSM, PDFF and 𝜒− (negative susceptibility sources) in their ability to differentiate non-fibrotic/mild-

stage fibrosis (F0, F1), medium stage fibrosis (F2, F3), and cirrhosis (F4). 

Theory: The relaxation of the collagen fibers and iron granules, which manifest as micro-cylinders and micro-spheres 

respectively, can be modeled with the static dephasing model (3). R2’(r) is given by: 

𝑅2
′ (𝑟) = 𝛼𝑅2

∗(𝑟) = 𝐷𝑟
+|𝜒+(𝑟)| + 𝐷𝑟

−|𝜒−(𝑟)|    (1) 

Where 𝜒+(𝑟) and 𝜒−(𝑟) are the positive and negative susceptibility sources respectively. The QSM, 𝜒(𝑟) can be written as 

𝜒(𝑟) =  |𝜒+(𝑟)| − |𝜒−(𝑟)|    (2) 

Where 𝐷𝑟
+ = 𝐷𝑟

− are the relaxometric constants of the positive and negative susceptibility sources respectively. The 

reconstruction of 𝜒+(𝑟) and 𝜒−(𝑟) are detailed in (3). 

Method: Liver explant samples from 20 patients were collected, scanned, and analyzed (Table 1). The liver samples also 

underwent histopathological analysis using hematoxylin and eosin (H&E), Masson's trichrome and Prussian Blue stains for 

histology, fibrosis, and iron evaluation, respectively. MRI imaging parameters were (1) 3D mGRE at 3T (GE Healthcare, 

Waukesha, WI, USA), 8 echoes, flip angle = 15, TE1 = 2.6 ms, ΔTE = 2.7 ms, TR = 24.43 ms, reconstructed voxel size = 0.88 × 

0.88 × 1 mm3, bandwidth = 390 Hz/pixel, reconstructed matrix = 256 × 256 x 74-128.  From mGRE, water-fat separation (4-5) 

was performed, and QSM (6-9) and R2* (10) were calculated.  Masks are drawn on the scanned liver samples, and average R2*, 

R2, R2’, χ, PDFF and |𝜒−| were calculated within the masks. 

Results: Figure 1 shows a representative example of QSM, |𝜒+| and |𝜒−| as well as hematoxylin and eosin (H&E), Prussian 

Blue and Masson's trichrome stains in the same liver sample. Figure 3 compares R2*, R2, R2’, χ, PDFF and |𝜒−| for the samples 

without fibrosis or with mild fibrosis (F0-1), samples with medium stage fibrosis (F2-3) and samples with cirrhosis (F4). Only 

average absolute negative susceptibility and R2* are significantly different between F0-1 and F2-3. For  negative susceptibility, p 

= 0.017677 between F0-1 and F2-3. For R2*, p = 0.04798 between 0.04798 and p = 0.020513 between 0.020513. 

Discussion: This study shows that the susceptibility values of diamagnetic can be used to quantify the fibrotic tissues in liver, 

which may allow a non-invasive evaluation of fibrosis stage in patients.  
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Summary: Oxygen extraction fraction (OEF) mapping is an important biomarker of tissue viability. Here, we propose a 

novel framework for deep neural network training with synthetically generated data based on biophysical signal modeling 

for OEF estimation from multi-echo gradient echo data. 

Introduction: OEF measures the fraction of oxygen extracted from the blood, and therefore can signal important 

information about the tissue health. It is known that oxygen metabolism in several diseases such as Parkinson’s disease 

[1], Alzheimer’s disease [2], and multiple sclerosis [3] changes either globally or locally. The current gold standard of 

OEF measurements is positron emission tomography (PET) using three 15O tracers [4] which is challenging to perform 

and not widely available. MRI is a noninvasive clinical imaging technique and several MRI-based OEF measurement 

techniques have been developed, such quantitative blood oxygenation-dependent (qBOLD)-OEF [5] or quantitative 

susceptibility mapping (QSM)-OEF [6]. Recently, a combined estimation method called qBOLD-QSM (QQ)-OEF was 

developed showing promise [7]. QQ-OEF works with routine multi gradient-echo measurements which makes it possible 

to employ it in clinical practice with ease. However, QQ-OEF assumes a closed form equation for signal evolution 

following qBOLD and suffers from long computation times. Here, we propose a novel deep learning approach where the 

training data is created using biophysical modeling of the mGRE signal while the use of neural network allows for a fast 

estimation of OEF. 

Methods: The mGRE signal simulation composed of two parts: 1) Phase signal simulation via QSM modeling and 2) 

magnitude signal simulation based on R2* decay and local dephasing of spins due to deoxygenated blood carrying 

capillaries, myelin sheaths inside white matter tracts with anisotropic properties, off-resonance effects due to non-uniform 

field inside voxels. As the baseline for the brain anatomy, T1/T2/proton density (PD) - weighted images from the IXI 

dataset (http://brain-development.org/ixi-dataset/) were used.  

For QSM generation, steps designated by the QSM reconstruction challenge 2.0 [8] were followed with slight 

modifications as T2* maps were not available. For white matter (WM), gray matter (GM), and cerebrospinal fluid (CSF) 

segmentations, FSL FAST algorithm [9], for the deep gray nuclei segmentations, Allen brain atlas [10], and for the 

air/tissue/skull segmentations, probability maps from Statistical Parametric Mapping (SPM) toolbox [11] were utilized. 

OEF and venous blood volume (v) maps were created as blurred piecewise constant random distributions. Large veins 

are obtained from a brain vein atlas [12] with susceptibilities estimated from the local OEF values. Phase data is then 

generated from the field data estimated via dipole convolution [13]. 

For magnitude signal generation, R2* is estimated from the empirical R2 map obtained from the T2-weighted and PD 

weighted images, and R2′ map simulated by scaling absolute QSM values. For estimation of the local dephasing due to 

deoxygenated blood, numerical simulations were conducted using randomly distributed solid cylinders with 

susceptibilities determined by blood oxygenation and background susceptibility. Off-resonance effects due to large 

susceptibility sources outside of the brain were also included. For fast estimation of these effects for each voxel during 

data generation, a fully-connected neural network is trained. Finally, fiber orientation dependent signal decay effects were 

also included [14]. 

50 such synthetic mGRE data sets with known OEF and blood volume v were generated. A 3D U-net [15] was trained on 

this data using a 40/5/5 training/validation/testing split. The training done for 1000 epochs with MSE loss and 1e-4 

learning rate.  

For in vivo evaluation, data from 2 healthy subjects were acquired on a 3T MRI scanner (Prismafit, Siemens Healthineers, 

Erlangen, Germany) using a monopolar 3D mGRE acquisition with parameters: FOV = 25.6 cm, phase FOV factor = 

81.3%, TR = 41 ms, TE1/ΔTE = 2.2/3.25 ms, number of TEs = 7, voxel size = 1 mm3 isotropic, RBW = 260 Hz/pixel, FA 

= 15°. 

Results: Figure 1(a) shows the U-net architecture, and (b) shows the plot of the training and validation loss over epochs. 

Figure 1(c) shows the true OEF map and OEF estimations by the proposed method and the QQ[16] in a synthetic test 

case. Error metrics also provided for each case. The estimated OEF maps of experimentally measured mGRE data are 

shown in Figure 1(d). 

http://brain-development.org/ixi-dataset/


 

Figure 1 – U-net architecture trained for OEF estimation (a); Training and Validation losses over 1000 epochs of training (b); Example 

OEF result from the test dataset (synthetic) (c); OEF maps of two healthy subjects (d). 

Discussion and Conclusions: Here, we proposed a novel approach for the fast and biophysics-based estimation of the 

OEF distribution and showed its feasibility in experimental settings. The lower error values obtained via the proposed 

method compared to the QQ demonstrates that the proposed method is able to provide higher accuracy due to the physics 

motivated modeling of the tissue microstructure. The in vivo OEF values were within the expected range for healthy 

controls. Further improvements will focus on the enlargement of the training dataset and inclusion of various pathologies 

for accurate estimation of OEF in patient data.  
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Summary: The thin-slab technique offers substantial acquisition time reduction in focal high-resolution susceptibility 

imaging applications by enabling robust diamagnetic and paramagnetic maps from a thin slab of as few as 8 slices. This 

technique utilizes an additional rapid low-resolution GRE acquisition with extended spatial coverage to estimate the 

missing field information outside the imaged thin slab.  

Introduction: The susceptibility source separation (𝜒-Sep) technique was recently introduced to explore sub-voxel 

diamagnetic and paramagnetic components by capitalizing on both the magnitude and phase of multi-echo gradient echo 

(mGRE) images (to compute R2* and phase shift, respectively), and ideally the magnitude of multi-echo spin-echo (mSE) 

images (to compute R2’) [1-3]. For accurate susceptibility measurement, adequate spatial coverage is required to resolve 

the 3D convolution relationship between the phase shift and the underlying sources [4-6]. This requirement makes 

applying 𝜒-Sep at sub-millimeter resolution and/or ultra-high field strength (≥ 7T) challenging due to prolonged 

acquisition time (and SAR limit when mSE is used). Although several techniques have been introduced to accelerate 

mGRE/mSE acquisition [7-9], enabling 𝜒-Sep from a thin slab would further reduce the scan time and/or allow exploring 

higher spatial resolution with reduced time penalty. Recently, we introduced a technique to perform QSM from thin slabs 

in brain with aid from a lower-resolution acquisition of extended coverage [6], and here we investigate extending its 

applicability to 𝜒-Sep.  

Methods: A) Imaging Protocol: To perform the thin-slab technique, two sets of axial 3D mGRE with different spatial 

resolutions were collected at 3T from 3 healthy volunteers. The first set had resolution of 0.54×0.54×0.65 mm3 and 

through-plane coverage of 78 mm (120 slices acquired in 16.28 min) centered on putamen. Thin slabs were then produced 

retrospectively from this acquisition by truncating the number of slices to 24, 16, and 8. The second set had brain coverage 

of 80 mm (40 slices, 1.68 min), and its resolution was lowered to 2.18×1.09×2.0 mm3. Both sets used 7 echoes, 

TE1/∆TE/TR of 4.14/6.13/47 ms, 178×210 mm2 in-plane FOV, and 17° flip-angle.  

B) Susceptibility Mapping and Separation: Susceptibility maps were produced using i) a typical QSM processing (V-

SHARP background removal [10] and MEDI dipole inversion [11]) and using ii) the thin-slab technique described in [6]. 

Briefly, the thin-slab approach uses the low-resolution data to estimate and remove the background field and to regularize 

the dipole inversion step. In all cases, phase unwrapping was performed using ROMEO [12], and R2* maps were 

calculated using the Quantitative Mapping Tools [13]. Afterwards, source separation was performed using χ-Sep toolbox 

[1] with initial susceptibility either from i) or ii) and R2’ being approximated as 0.52×R2* [3]. Finally, ten grey and white 

matter regions were manually segmented on one central slice and used for measurement. 

Results: Similar to what was reported in QSM [4-6], attempting source separation from thin slabs using conventional 

methods resulted in inaccurate estimation of the underlying paramagnetic and diamagnetic components, as shown in 

Figure 1A (Typical Method). Using the proposed method, however, susceptibility mapping (and separation) from as few 

as 8 slices was achieved with comparable quality to those obtained using the typical approach with extended spatial 

coverage, as illustrated in Figure 1A (Proposed Method). Quantitatively, the average absolute error of all subjects (with 

respect to measurements with the widest slab) using the proposed method was (mean ± SD) 2.05±0.97 ppb, compared to 

15.0±12.12 ppb for the typical reconstruction, as shown in Figure 1B. Similar findings were also found when true R2’ 

measurements (i.e., with mSE acquisition) were used in the source separation (results not shown).  

Discussion and Conclusions: The shortcoming of the conventional approach originates from the non-sufficient truncated 

field information used to invert the convolution with dipole field. The proposed technique addresses this by utilizing a 

low-resolution version of the field map with extended spatial coverage to help the inversion algorithm understand the 

field distribution outside the imaged thin slab. The extra low resolution supporting data had coarser resolution by a factor 

of 24, meaning that it can be acquired with extended spatial coverage in 5% the time that would be needed for the full 

coverage high-resolution acquisition. Thus, performing source separation from few targeted slices using the proposed 

method offers 60% to 90% reduction in acquisition time on top of utilized pulse sequence acceleration techniques, which 

can further reduce sensitivity to motion artifacts and enhance patient experience. Alternatively, the saved time can be 

used to achieve maps of higher resolution within a reasonable time frame. To conclude, the thin-slab technique offers 

further scan time reduction in acquiring the data required for susceptibility source separation when the targeted region 

can be covered with only a few slices. 



 

Figure 1: A) An illustration of the obtained susceptibility maps in-vivo from one subject using the typical approach with extended 

spatial coverage (first column), the typical approach from a thin slab of 24 slices and 8 slices (middle 2 columns), and the proposed 

approach from a thin slab of 24 slices and 8 slices (last 2 columns). B) Average absolute error over all subjects of paramagnetic and 

diamagnetic measurements in 10 ROIs at different slab widths (color-coded), with respect to the full-width slab measurements.  
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Summary: We present a novel transformer-based super-resolution framework that leverages high-resolution in-plane 

information and uncertainty estimation to enhance the through-plane resolution of χ-separation maps, achieving superior 

performance. 

Introduction: χ-separation [1] quantifies paramagnetic and diamagnetic susceptibility sources within brain tissue using 

gradient echo (GRE) data. Due to time and cost constraints in clinical settings, acquiring GRE data with isotropic high-

resolution (HR) voxels is often impractical, leading to the acquisition of anisotropic voxels with through-plane low-

resolution (LR). For instance, GRE data acquired for Susceptibility Map-Weighted Imaging (SMWI) [2] typically has a 

voxel size of 0.5 mm x 0.5 mm x 1 mm. In this study, we propose a transformer-based super-resolution framework that 

utilizes in-plane HR information and an uncertainty estimation to enhance the through-plane resolution, converting 

anisotropic voxels into HR isotropic voxels. Inspired by SMORE [3], we trained a model using HR axial slices and applied 

it to LR sagittal slices to obtain through-plane HR data. Furthermore, we employed the state-of-the-art Hybrid Attention 

Transformer (HAT) [4][5], known for its superior performance in super-resolution tasks. Additionally, we integrate loss 

terms utilizing uncertainty estimation, previously demonstrated to be effective in CNN-based super-resolution tasks [6], 

to enhance performance of our model. 

Methods: All χ-separation maps were processed using the χ-separation toolbox (https://github.com/SNU-LIST/chi-

separation). For the super-resolution task, we employed the HAT transformer architecture, combining self-attention, 

channel attention, and overlapping cross-attention (OCA), to map LR to HR and activate more pixels for high-quality 

image restoration. Furthermore, we integrated uncertainty estimation (as illustrated in Figures (a) and (b)) to enforce the 

model focusing on challenging parts of the image, such as textured and edge pixels with high uncertainty. Our approach 

consists of two main steps: First, a model is trained to estimate uncertainty using the estimating sparse uncertainty (ESU) 

loss function (𝐿𝐸𝑆𝑈). Second, a new model is trained using the uncertainty-driven loss (𝐿𝑈𝐷𝐿). The formulations for the 

loss functions are as follows: 

𝐿𝐸𝑆𝑈 =
1

𝑁
∑ exp(−𝑠𝑖) ‖𝑦𝑖 − 𝑓(𝑥𝑖)‖1 + 2𝑠𝑖

𝑁

𝑖=1
 

𝐿𝑈𝐷𝐿 =
1

𝑁
∑ 𝑠𝑖̂‖𝑦𝑖 − 𝑓(𝑥𝑖)‖1

𝑁

𝑖=1
 

where 𝑥𝑖 and 𝑦𝑖  represent the LR and HR images, respectively, and 𝑠𝑖 denotes the estimated log variance. Here, 𝑠𝑖̂ = 𝑠𝑖 −

min⁡(𝑠𝑖) is used as the weight for the L1 loss. The 𝑠𝑖 values are obtained from the model trained in the first step and are 

fixed while training the model in the second step. For training, the model was trained using LR-HR paired datasets derived 

from HR axial slices. LR images in the paired dataset were generated by cropping and filtering k-space, while HR images 

were the original images. To evaluate our model, we used downsampled 1 mm x 1 mm x 2 mm resolution data from χ-

separation maps with 1 mm isotropic voxels, creating LR-HR pairs for sagittal slices. The trained model was then applied 

to the sagittal slices to obtain through-plane HR data. These results were compared to interpolated images using k-space 

zero padding, with quantitative metrics such as PSNR and SSIM. The χ-separation maps with 1 mm isotropic voxels 

served as the reference for evaluation. 

Results: The proposed framework outperformed interpolation using k-space zero padding, demonstrating superior 

performance in enhancing the through-plane resolution of χ-separation maps with anisotropic voxels. While the 

integration of uncertainty-driven loss functions (𝐿𝐸𝑆𝑈 + 𝐿𝑈𝐷𝐿) led to slight improvements in PSNR and SSIM metrics 

compared to using only L1 loss, the overall visual quality of the super-resolved images was enhanced. The super-resolved 

χ-separation maps exhibited improved clarity and sharpness, with reduced errors observed in the difference maps. These 

results highlight the potential of the proposed approach to enable the generation of χ-separation maps with isotropic HR 

voxels that hold significant value for both clinical applications and future research. 

https://github.com/SNU-LIST/chi-separation
https://github.com/SNU-LIST/chi-separation


 

 

Figures – The overall framework (a) Step 1: The initial LR image (𝑥) undergoes interpolation before being input into the model. 

The model is trained to estimate uncertainty using the loss function 𝐿𝐸𝑆𝑈. (b) Step 2: The model is trained using the uncertainty-driven 

loss 𝐿𝑈𝐷𝐿, which leverages the previously calculated uncertainty to prioritize high-uncertainty regions and further enhance image 

quality. (c) 𝝌𝒑𝒂𝒓𝒂 and (d) 𝝌𝒅𝒊𝒂: Super-resolution results in both 𝜒𝑝𝑎𝑟𝑎 and 𝜒𝑑𝑖𝑎 and their respective difference maps showcase the 

effectiveness of the proposed framework in enhancing visual clarity and sharpness. 

Discussion and Conclusions: Our proposed method enables the conversion of χ-separation maps with anisotropic voxels 

into χ-separation maps with isotropic HR voxels, demonstrating significant improvements in visual clarity and potential 

diagnostic utility. The framework’s effectiveness was demonstrated through both quantitative metrics (PSNR, SSIM) and 

qualitative assessments, showcasing superior performance compared to interpolation. However, it is important to note 

that this study utilized a synthetic LR-HR paired dataset generated through downsampling, rather than actual acquired 

anisotropic voxels. Future work will focus on validating the framework’s performance on real-world data with anisotropic 

voxels. 
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Summary: We proposed a single-training physics informed u-net for dipole inversion. 

Introduction: As deep learning has gained popularity across various fields, and demonstrated significant success and 

potential, it has been a popular tool to improve the longstanding QSM problem. Much research dedicated to solving dipole 

inversion, the crucial step in QSM, using various network architectures and training schemes such as 2D and 3D unet, 

variational networks, generative adversarial networks, training with clinical data, synthetic data or combined [1-6]. 

Although the forward model loss has been combined in several methods for training or fine tuning, we propose in this 

study a fast and efficient deep learning model utilizing the 3D unet architecture and only the physical model to solve the 

dipole inversion inverse problem.  

Methods: Network Architecture: a standard 3D unet model with 4 downsample blocks and 4 upsample blocks was 

implemented using Pytorch. The kernel size of all convolutional layers was 3*3*3 and ReLu activation and dropout = 0.5 

were utilized.  Forward Model: The dipole convolution was formulated as 𝑓𝑙𝑜𝑐𝑎𝑙 = 𝐷 ∗ 𝜒 and implemented for pytorch 

tensors as k-space multiplication. Network Training: The network was trained for 2000 epochs on the input local field 

map. Adam optimizer with learning rate = 0.0005, betas = (0.9,0.999) was used. The loss function was defined by the 

mean squared error between the input 𝑓𝑙𝑐𝑜𝑎𝑙  and the output convolved with the dipole 𝜒𝑜𝑢𝑡 ∗ 𝐷. The model was trained 

and validated on the 2016 QSM reconstruction challenge data with background field-corrected tissue phase as input and 

𝜒33 from STI as the ground truth.[7] Statistical Analysis: normalized root mean squared error (NRMSE), high-frequency 

error norm(HFEN) and XSIM[8] between the result and the ground truth were calculated.  

Results: Axial slices from different levels in the brain of the input local field, ground truth 𝜒33 and our result were shown 

in Figure. 1. The NRMSE between the model estimation and the ground truth is 55.99, the HFEN is 80.54 and the XSIM 

is 0.87. 

 

Figure.1 – different slices of the input local field map (top), ground truth susceptibility map (middle) and the susceptibility map 

estimated from the network (bottom) 

 

Discussion and Conclusions: Our method achieves comparable image quality as other dipole inversion methods and 

requires considerably less computation resources. Our method does not learn from either in-vivo or synthetic training data 

and thus avoids bias introduced by training data class imbalance or error propagation from the simulation process and is 



more suitable for subject specific susceptibility mapping. Without iterating over a substantial number of images, our 

method takes only ~30 minutes to finish the single training using and nvidia RTX A6000 GPU. The simplicity of the 

forward model loss term reduces the need for tuning weights of various loss terms. Our result has a slightly high HFEN 

indicating the performance in high spatial frequency regions can still be improved. Spatial regularization terms and noise 

could be added to more completely model the forward problem.  
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Summary: We assessed the effect of tissue microstructure model on predicted low frequency (LF) conductivities. We 
found that predicted conductivities varied greatly and found unexpected differences in LF conductivities predicted in the 
left and right hippocampus. 

Introduction: Most diffusion microstructure models are focused on white matter, with properties of other structures 
going relatively understudied. This is of relevance to conductivity tensor imaging (CTI) [1], as it leverages output of 
similar models to construct a scaling factor translating diffusion to conductivity tensors. Therefore, we performed an 
investigation into the conductivities of gray and white matter predicted by three different microstructure models: NODDI 
[2], Spherical Mean [3] and SANDI [4]. 

Methods: Data from two databases containing microstructure diffusion MRI data were used. The WU-Minn HCP dataset 
provides diffusion data for 1200 healthy young adults with b-values (s/mm2) = 0 (18 directions), 1000 (90 directions), 
2000 (90 directions) and 3000 (90 directions) on a 3T scanner (TR/TE 5520/89.5 ms; 1.25 mm isotropic voxels) and 
allows for NODDI and SMT model fitting. The first 199 subjects of the WU-Minn HCP data set were processed. The 
MGH HCP dataset includes diffusion data for 35 healthy adults with b-values (s/mm2) = 0 (40 directions), 1000 (64 
directions), 3000 (64 directions), 5000 (128 directions) and 10000 (246 directions) on 3T scanner (TR/TE 8800/57 ms; 
1.5 mm isotropic voxels) and allows for the SANDI model fitting. All MGH HCP data were used. 

The relationship between conductivities were evaluated in white matter regions of interest (ROIs), cortical ROIs and 
Subcortical ROIs. Specific ROIs examined are shown in Figure 1 (a). 

 

Figure 1 – Cortical, subcortical and white matter ROIs used (a); Model-based EPT conductivities in MNI space. (b) 

The relationship between Isotropic LF CTI conductivity and extracellular diffusivity is described by 

.           (1) 

where is the scaling factor distribution and 

          (2) 

Where the factors 𝛼, (the extracellular fraction) 𝑑!"	and	𝑑#"  (intracellular diffusivity) were extracted from each 
microstructure model. The final factor, 𝛽, representing intra to extracellular ionic concentration, was assumed to be 
0.41. After fitting, all data were transformed into MNI space and means were determined for each subject’s predicted 
conductivity within the compartments shown in Fig 1 (a). As this study was concerned only with the effects of diffusion 



models, we used model values for EPT white and gray matter conductivities 𝜎$ at 128 MHz (3T) [5]. One slice of this 
volume in MNI space is shown in Fig. 1 (b). 

Results: We found that conductivities predicted by each model were somewhat different. Box and whisker plots of one 
white matter ROI and one cortical ROI structure are shown in Fig. 2. As expected, white matter conductivities were 
predicted to be overall lower than for gray matter but there were differences in predicted values between methods. For 
example even though identical data were used for NODDI and SMT methods predicted corpus callosum conductivities 
were different by nearly a factor of two. 

 

Figure 2. Predicted conductivity in white matter (corpus callosum) 
(a) and cortical (postcentral gyrus) compartments (b). 

Overall, predicted conductivities in all gray and white 
matter structures showed similar dependences to those 
shown in Fig. 2, reflecting the effects of assumptions 
made in each microstructure model.  Predicted 
conductivities in gray and white matter for each model 
were consistent for each model across structures of each 
type. An interesting case is presented in comparison of 
the two subcortical structures presented in Fig. 3. While 
left and right amygdala have similar conductivities, and 
are similar valued to left hippocampus, predicted values 
in right hippocampus were significantly different.  
Presumably this is due to a different cellular structure in 
the right hippocampus.

 

Figures – Predicted conductivities in left and right amygdala (a); and left and right hippocampus compartments. 

Discussion and Conclusions: Because the NODDI model makes the most assumptions on tissue structure and focuses 
primarily on white matter, it may not be an ideal model to use to understand both gray and white matter. The SMT model 
makes the fewest assumptions on model structure and the greater variability observed in SMT predictions is not surprising. 
Predictions of SMT and SANDI models should be further explored and compared to actual tissue conductivities to further 
validate microstructure models used for CTI. The finding of different conductivity predictions in left and right 
hippocampus is intriguing and also warrants further study.  
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Summary: Layer fMRI is an increasingly utilized technique that provides insights into the laminar organization of brain 

activity. However, both blood-oxygen-level-dependent (BOLD) fMRI and vascular space occupancy data (VASO) have 

certain limitations, such as bias towards larger cortical veins in BOLD fMRI and high specific absorption rate in VASO. 

This study aims to explore the feasibility of whole-brain laminar functional quantitative susceptibility mapping (fQSM) 

at ultra-high field and demonstrates the feasibility of studying layer-dependent activation using submillimeter fQSM. 

Compared to BOLD fMRI, fQSM exhibits reduced bias towards venous drainage effects on the cortical surface, allowing 

for better localization of laminar activation. 

Introduction: The rapidly expanding field of laminar functional magnetic resonance imaging (fMRI) is dedicated to 

evaluating functional activation in individual cortical layers (1). Recent advancements in fMRI technology, particularly 

the utilization of ultra-high field (UHF) have facilitated fMRI with exceptional temporal and spatial resolution (2,3). 

However, the ability of functional imaging techniques to assess activation in specific layers also relies on the choice of 

contrast mechanisms. While gradient-echo blood-oxygen-level-dependent (BOLD) fMRI is highly sensitive to functional 

activation, it is also biased towards venous drainage effects on the cortical surface, limiting its spatial selectivity (4). 

Techniques based on cerebral blood volume (CBV) and cerebral blood flow (CBF) have demonstrated the ability to better 

localize activation within the corresponding cortical layers (5) such as vascular space occupancy (VASO) (3-6). The 

objective of this study is to assess the feasibility of laminar fQSM versus traditional laminar BOLD fMRI and VASO. 

Methods: In accordance with Institutional Review Board approval, data were acquired in ten healthy volunteers. MRI 

was performed on a 7T scanner (MAGNETOM Terra, Siemens Healthineers, Erlangen, Germany) using an 

investigational 8Tx-32Rx head coil (Nova Medical Inc., Wilmington, MA, USA). A segmented, multi-shot gradient-echo 

3D EPI research sequence (7) was employed, including skipped-CAIPIRINHA acceleration (8), navigator echoes 

acquired per excitation, and imaging echoes from the center of the k-space to estimate the zeroth- and first-order phase 

correction (9). Additionally, VASO data were acquired in three subjects using a research sequence (8,10). The VASO 

sequence was acquired with inversion times TI1 = 993 ms and TI2 = 1859 ms, four magnetic preparations per shot, and 

fat suppression. All other sequence parameters are listed in Table 1. A finger-tapping paradigm (Table 1) was performed 

consisting of alternating blocks of the active task and rest. Complex data were denoised using NOise reduction with 

DIstribution Corrected (NORDIC) principal component analysis (11). Susceptibility maps were computed from the phase 

data of each volume. Phase was unwrapped using 3D path-based unwrapping (12). Background field removal was 

performed with V-SHARP (13) and fourth-order polynomial fitting to correct for radiofrequency transmit-phase offset 

(14). Dipole inversion was computed using STAR-QSM (15). The brain mask used for susceptibility map computation 

was generated with FSL-BET. Each volume was referenced to the mean susceptibility value of the whole brain. For all 

acquisitions, the volumes were aligned to the first measurement of the time series using FSL FLIRT and 3D GRE fMRI 

and VASO data were co-registered. The VASO data were time-interpolated in Matlab, and BOLD corrected as described 

in Huber et al. (16). Data were upsampled by a factor of four. z-Scores were computed in Matlab, and masks were 

manually drawn in the motor (M1) and somatosensory cortex (S1) on fQSM using FSLEyes. These masks were used to 

segment 20 equidistant layers with the LN_GROW_LAYERS function in laynii (16). For the remainder of this 

manuscript, it is assumed that for M1 (S1), the segmented Layers 1 and 2 (1-2) approximately correspond to cortical 

Layer I, 3-5 (3-6) to Layer II, 6-9 (7-10) to Layer III, 10 and 11 (11-14) to Layer Va, 12-15 (15-16) to Layer Vb, and 16-

20 (17-20) to Layer VI. 

LN_LAYER_SMOOTH was 

used to smooth z-score maps 

within layers with a full width at 

half maximum set to 1 mm.  

Results: For M1, the magnitude 

of the activation-dependent 

susceptibility decrease was comparable across Layers I to VI, with an average of approximately -0.001 ppm for each layer 

(Figure 1a). However, for fMRI, the superficial layers showed the largest activation-dependent signal increase (Figure 

1b). Average signal increase for Layer I was approximately 2.6% compared to 1.3% for Layer VI (Figure 1b). Comparing 

the time-evolution of different layers for fQSM, fMRI and VASO data (Figure 1c-e), it was evident that fMRI exhibited 

the largest activation-dependent signal increase in the most superficial layer, while a corresponding signal decrease was 



not observed to the same extent for fQSM or VASO. The z-scores were higher for fMRI and VASO compared to fQSM 

(Figure 2); however, z-scores were distributed closer to the cortex-CSF boundary in fMRI compared with fQSM and 

VASO (Figure 2).  

 

 

 

 

Discussion and Conclusions: Compared to BOLD fMRI, fQSM showed less bias towards the superficial cortical layers 

and yielded results that were more comparable to the VASO data. However, as it quantifies activation-dependent BOLD 

susceptibility changes, which are also the basis for BOLD fMRI, fQSM can still be expected to exhibit some bias towards 

the venous drainage on the cortical surface, in contrast to CBF- or CBV-based methods provided these methods are not 

contaminated by BOLD effect. One advantage of laminar 3D-EPI-fQSM compared to VASO is the lower specific 

absorption rate and the relative ease of achieving whole-brain coverage. In conclusion, our findings demonstrate the 

feasibility of studying layer-dependent activation using submillimeter fQSM. Compared to BOLD fMRI, fQSM exhibits 

reduced bias towards venous drainage effects on the cortical surface, allowing for better localization of laminar activation. 
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Figure 1 – Subject-averaged fQSM (Fig. 1a), fMRI (Fig. 1b) and VASO (Fig, 1c) signal 

evolutions for Layers I (cyan) to VI (blue) are displayed for the motor cortex (M1). The 

top row displays data from all ten subjects, whereas in the bottom row only data of subjects 

in whom VASO data were acquired is shown. 

 

Figure 2 – z-Score maps are 

presented for fQSM, fMRI and VASO 

data in one subject overlayed on time-

averaged fQSM. 
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Summary: A high resolution QSM sequence and optimized pipeline to compare the susceptibility values in lesion v. 

negative MRI suggests that QSM could be limited to detecting calcifications and hemorrhages in prostate. 

 

Introduction: Previous QSM studies in prostate cancer (PCa) have investigated the potential to detect intraprostatic 

calcifications to use as fiducial markers for radiotherapy[1] and post biopsy[2] but none have assessed subtle tissue 

susceptibility changes. Blood’s susceptibility is directly proportional to its deoxygenation[3], and low oxygenation 

(hypoxia) is thought to occur early in the evolution of PCa and is linked to an aggressive phenotype[4]. All this underpins 

our aim to investigate whether QSM can help detect and classify cancerous lesions in the prostate. 

 

Methods: 27 subjects undergoing PCa screening were recruited as part of a clinical study [5] and scanned on a 3T Philips 

Ingenia using a 4x4 channel receive coil array on the front with a 4x4 array in the table. All subjects were given Buscopan 

to reduce rectal gas and bowel motion. 7 patients had 

lesions and underwent prostatectomy (surgical group), 8 

patients had malignant lesions on biopsy and underwent 

other treatment (non-surgical group) and 12 patients had 

radiologically negative MR results for prostate cancer 

(control group). 

Optimised 3D GRE parameters [6] included: FOV 420 x 

320 x 128 mm, 1 mm isotropic resolution, 5 in-phase 

echoes: TE1 4.6 ms, ΔTE 6.9 ms, and SENSE factor 3. 

A QSM pipeline was optimized in 9 control subjects and 

applied to all subjects: The complex signal was de-

noised using  Marchenko-Pastur Principal Component 

Analysis (MP-PCA) [7]. Total field maps from a non-

linear fit of the denoised complex data [8] underwent 

Laplacian unwrapping [9]. Background field removal 

was performed using VSHARP [10, 11] with a maximum 

kernel width of 25 mm and a whole prostate mask 

contoured (MIM software[12]) on the T2-weighted 

images acquired in the same 

session/different session (FOV 

180x180x96.6 mm, reconstructed voxel 

size 0.375x0.375x3 mm) by an 

experienced radiologist and transformed 

into the QSM space using the global 

registration of T2w and echo-combined 

[13] magnitude GRE images 

(NiftyReg[14, 15]). Susceptibility 

calculation was performed using iterative 

Tikhonov regularization[16] with the 

default regularization parameter α=0.05. 

Cancerous Lesion ROIs in the surgical 

(9) and non-surgical (10) groups, and 

negative MRI ROIs in the control (12) 

and non-surgical (3) groups were 

obtained in a similar manner to the whole 

prostate contour. To minimize partial 

volume effects, ROI masks were eroded by 1 voxel using a spherical kernel. A t -test was performed to compare the ROI 

mean susceptibility values between lesions and negative MRI ROIs.  

Figure 2: Susceptibility maps and lesion ROI contours (red) in the surgical 

cohort. The Gleason grade of the lesions for each subject is included. 

There are no salient lesion susceptibility differences on visual inspection. 

 

Figure 1: Susceptibility maps and ROI contours (red) with 

and without the MP-PCA denoising in noisy datasets in 

the different cohorts  

 
          
         

           
        
         

          
           
           
        
         

          
          
           
        
         

        

       

     

          
         

           
        
         

          
           

          
          
           

          
           

 

 

 

 

 

 

         
       
    

      
         

            
              

              
               

                  
      



Results and Discussion: Paramagnetic regions (blue arrows), 

likely to be haemorrhages and diamagnetic regions (green 

arrows), likely to be calcium-rich secretion residues, were 

observed in the prostates of several subjects (Figure 2). 

Visually, there were no clear susceptibility differences in ROI 

susceptibilities between the groups. We found no significant 

difference in the mean susceptibility values (t(32)= -1.4620, 

p=0.16). Although we would hypothesise that hypoxia in 

cancerous lesions would lead to increased susceptibility, there 

seems to be general trend of lower mean susceptibility values 

in the lesions compared to negative MR. These results could 

be attributed to prostate cancers’ poor vasculature compared to 

other tumours such as renal carcinomas [17, 18].  

 

Conclusion: An optimized high-resolution sequence and 

processing pipeline were used to obtain prostate susceptibility 

maps to investigate any tissue susceptibility differences 

between cancerous lesions and control regions of non-

cancerous tissue. We found no difference in the mean 

susceptibility values in the cancerous lesions compared to the 

negative MRI non-cancerous tissue. More data are being acquired to improve the statistical power of this preliminary study.  
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Figure 3: Box plot of mean susceptibility values in 

cancerous lesion ROIs (surgical  and non-surgical 

groups) and negative MRI ROIs (control and non-

surgical groups). 
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Summary: The impact of nondipolar phase shifts from white matter microstructure on susceptibility maps calculated 
with state-of-the-art QSM methods was compared to DEEPOLE QUASAR. DEEPOLE QUASAR provided more robust 
and accurate susceptibility estimates in simulations. In vivo, a shift of deep gray matter susceptibility was observed 
relative to QSM methods. 

Introduction: All quantitative susceptibility mapping methods are built on the assumption that isotropic magnetic 
susceptibility is the only source of observed MRI phase shifts, which produces the characteristic dipole phase contrast 
[1]. Experimental evidence and theoretical considerations suggest additional nondipolar contributions from tissue 
microstructure [2], [3] and chemical exchange [4] in the brain. The QUASAR model [5] describes nondipolar 
contributions with an additive term fρ: f = d * χ + fρ.  

We recently presented DEEPOLE QUASAR and demonstrated that it can separate susceptibility-induced phase shifts 
from nondipolar shifts [6], [7]. In the present work, we studied the effect of nondipolar phase shifts on susceptibility maps 
computed with different state-of-the-art QSM methods. 

Methods: QSM algorithms: (1) DEEPOLE QUASAR; (2) DEEPOLE QSM  (similar to DeepQSM [8] but based on the 
identical pipeline as DEEPOLE QUASAR), to study the immediate effect from the physical model; (3) MEDI [9], for 
being a widely recognized and applied QSM algorithm; (4) FANSI [10], for being the top-scoring algorithm in the 2019 
QSM challenge (NRMSE at Stage 2) [11]; and (5) SDI [12], for being an algorithm that directly solves the inversion 
problem without iterative refinements or regularization which makes SDI particularly prone to model mismatch and 
thereby serves as a canary for violations to the QSM model. 

Adding nondipolar contributions to the 2019 QSM Challenge Model: We extended the original brain model with 
nondipolar frequency contributions in the white matter, derived from diffusion images according to Wharton et al. [13], 
as proposed by the authors of the original challenge dataset [14]. Fig. 1A shows cross-sections of the created phantom. 

In vivo assessment: N=8 subjects (two healthy volunteers and six with multiple sclerosis) were imaged at 3T (Philips MR 
7700; 32-channel brain coil) using an accelerated 3D GRE mFFE PDw sequence, CS factor = 5, 512×512×144 matrix 
size, 0.5×0.5×1 mm3 nominal resolution (FOV=256×184×144 mm3), flip angle=15°, TR/TE/ΔTE = 50 ms/3.7 ms/6 ms, 
8 echoes, bandwidth = 283.9 kHz). Scanner-reconstructed phase images were unwrapped with a best-path algorithm [15], 
and background fields were removed with RESHARP [16]. ROIs: Hybrid multi-atlas fusion technique, ANTs JLF.  

 

Fig. 1. Comparison of susceptibility estimates from different algorithms in a realistic digital brain model. Left: Tiles 1-4 show axial 
slices of the digital brain (ground truth). Susceptibility was estimated from the purely susceptibility-induced field (2; susceptibility 
estimates not shown) and from the field with nondipolar contributions (4; estimates in 5, errors in 6). Right: demeaned and 
normalized root-mean-squared error (dNRMSE). 



 

 

  

Fig. 2. Left: In vivo susceptibility in different brain regions obtained with different algorithms. The boxes denote the quartiles of the 
magnetic susceptibility over the eight subjects and the whiskers span from the minimal to the maximal value. Right: Slope between 
the susceptibility estimates in deep gray matter from the different algorithms. 

Results: Fig. 1 shows the simulated brain phantom, the estimated susceptibility maps from the different algorithms, and 
their difference to the ground truth, as well as dNRMSE values. In the simulation without microstructure, the results from 
DEEPOLE QUASAR, DEEPOLE QSM, MEDI, and FANSI were comparable both visually and in various metrics 
(results not depicted). In the simulation with microstructure, the estimates from all algorithms demonstrated substantially 
higher discrepancies. DEEPOLE QUASAR was least affected among all methods in each of the metrics. 

Fig. 2 shows the mean magnetic susceptibilities in different brain regions obtained with the different algorithms. In the 
deep gray matter regions, DEEPOLE QUASAR yielded lower values than any of the other methods (left panel). The slope 
between the different algorithms, however, was nearly identical (right panel), suggesting that nondipolar did not lead to 
systematic over- or underestimation. 

Discussion and Conclusions: In the digital brain phantom experiment, the DEEPOLE QUASAR algorithm, which 
integrates an extended model to account for nondipolar phase shifts, achieved more robust and accurate susceptibility 
estimates than state-of-the-art QSM algorithms. For the in vivo susceptibility estimates in the highly clinically relevant 
deep gray matter, we found an offset between DEEPOLE QUASAR and the conventional QSM methods, but the slope 
between the methods was close to 1.0. The results point toward the choice of the reference value [17] as a critical topic, 
and the potential effect of nondipolar phase contributions on referencing. 

References:  
[1] F. Schweser et al., “Foundations …,” Z. Für Med. Phys., 2016, doi: 10.1016/j.zemedi.2015.10.002. 
[2] D. A. Yablonskiy et al., “Biophysical mechanisms of MRI …,” Proc. Natl. Acad. Sci., 2012, doi: 10.1073/pnas.1206037109. 
[3] S. Wharton et al., “Fiber orientation-dependent …,” Proc. Natl. Acad. Sci., 2012, doi: 10.1073/pnas.1211075109. 
[4] K. Shmueli et al., “Investigating lipids as a source of chemical exchange-induced MRI frequency shifts,” NMR Biomed., vol. 30, 

no. 4, p. e3525, 2017, doi: https://doi.org/10.1002/nbm.3525. 
[5] F. Schweser et al., “Quantitative susceptibility mapping (QSM) with an extended physical model … (QUASAR) mapping,” NMR 

Biomed., vol. 31, no. 12, p. e3999, 2018, doi: 10.1002/nbm.3999. 
[6] T. Jochmann et al., “U2-Net for DEEPOLE QUASAR …,” presented at the International Society of Magnetic Resonance in 

Medicine (ISMRM) 27th Annual Meeting, Montreal, Canada, May 13, 2019. 
[7] T. Jochmann et al., “Quantitative mapping of susceptibility and non-susceptibility frequency with DEEPOLE QUASAR,” in 

International Society of Magnetic Resonance in Medicine (ISMRM) 29th Annual Meeting, 2021. 
[8] S. Bollmann et al., “DeepQSM …,” NeuroImage, vol. 195, pp. 373–383, Jul. 2019, doi: 10.1016/j.neuroimage.2019.03.060. 
[9] J. Liu et al., “Morphology …,” NeuroImage., 2012, doi: 10.1016/j.neuroimage.2011.08.082. 
[10] C. Milovic et al., “Fast nonlinear susceptibility inversion …,” Magn. Reson. Med., 2018, doi: 10.1002/mrm.27073. 
[11] QSM Challenge 2.0 Organization Committee et al., “QSM reconstruction challenge 2.0: Design and report of results,” Magn. 

Reson. Med., vol. 86, no. 3, pp. 1241–1255, 2021, doi: https://doi.org/10.1002/mrm.28754. 
[12] F. Schweser et al., “Toward online reconstruction of quantitative susceptibility maps: Superfast dipole inversion,” Magn. Reson. 

Med., vol. 69, no. 6, pp. 1581–1593, 2013, doi: 10.1002/mrm.24405. 
[13] S. Wharton et al., “Effects of white matter microstructure on phase and susceptibility maps,” Magn. Reson. Med., vol. 73, no. 3, 

pp. 1258–1269, 2015, doi: https://doi.org/10.1002/mrm.25189. 
[14] J. P. Marques et al., “QSM reconstruction challenge 2.0 …,” Magn. Reson. Med., 2021, doi: 10.1002/mrm.28716. 
[15] H. S. Abdul-Rahman et al., “Fast and robust three-dimensional best path phase unwrapping algorithm,” Appl. Opt., vol. 46, no. 

26, pp. 6623–6635, Sep. 2007, doi: 10.1364/AO.46.006623. 
[16] H. Sun et al., “Background field removal using spherical mean value filtering and Tikhonov regularization,” Magn. Reson. 

Med., vol. 71, no. 3, pp. 1151–1157, 2014, doi: 10.1002/mrm.24765. 
[17] S. Straub et al., “Suitable reference tissues for quantitative susceptibility mapping of the brain,” Magn. Reson. Med., vol. 78, no. 

1, pp. 204–214, 2017, doi: 10.1002/mrm.26369. 
 



Single-Orientation Susceptibility Anisotropy Imaging 

Thomas Jochmann1,2, Ahmad Omira1, Niklas Kügler1, Robert Zivadinov2,3, Jens Haueisen1, Ferdinand Schweser2,3 

1Technische Universität Ilmenau, Department of Computer Science and Automation, Ilmenau, Germany; 2Buffalo Neuroimaging 
Analysis Center, Department of Neurology at the Jacobs School of Medicine and Biomedical Sciences, University at Buffalo, The 

State University of New York, Buffalo, NY, United States; 3Center for Biomedical Imaging, Clinical and Translational Science 
Institute, University at Buffalo, The State University of New York, Buffalo, NY, United States 

Summary: We present an approach for extracting susceptibility tensor components from a single orientation scan. The 
technique allows assessing structural tissue integrity, particularly in the white matter. Requiring only a single orientation 
renders the method clinically feasible. 

Introduction: Imaging tissue anisotropy can yield relevant information about structural integrity [1]. The magnetic 
susceptibility of brain tissue depends on the orientation of the tissue in the magnetic field [2]. In white matter, the 
anisotropy is strongly related to the myelin lipid bilayer, which plays a key role in early brain development and is 
compromised in diseases like multiple sclerosis [1]. The 3×3 susceptibility tensor can be mapped via susceptibility tensor 
imaging (STI) [3]. STI, however, requires measuring the brain under multiple different head orientations, which renders 
the method clinically infeasible. Under a (clinically feasible) single orientation, the apparent susceptibility is affected by 
three out of the nine susceptibility tensor components: 

f = f33 + f23 + f13 = (χ33 * d33) + (χ23 * d23) + (χ13 * d13). 

The field perturbations fij induced by each of these three 
components follow characteristic spatial fingerprints 
(kernels) (Fig. 1). 

In this work, we present a fitting technique that separates 
these three susceptibility tensor components based on a 
single MRI scan. We focused on χ13 and χ23, because these 
off-diagonal elements of the susceptibility tensor are 
potentially more sensitive to structural breakdown of 
aligned fibers than the bulk isotropic component on the main 
diagonal, and imaging of χ33 is already widely established 
through conventional QSM [4]. 

Methods: Fitting the STI model with a physics-informed 
neural network: We borrowed from deep learning 
methodology to fit the three susceptibility components in 
the equation above for each subject without involving 
separate training data (Fig. 2). Three randomly initialized 
U-Nets are iteratively optimized to map f to the estimates χij 
(dipole inversion) such that the forward simulation (dipole 
convolution with the three kernels, summation) matches the 
input f (Fig. 3). 

Ill-posedness, regularization, and calibration: Separating the 
sources is underdetermined because the kernels (d13, d23, 
d33) are not orthogonal (e.g., f33 could be explained with χ23 
* d23). We mediated the amplitude of the three susceptibility 
components with a loss-term based on their Frobenius norm 
and three weighting factors, because in real tissue, χ33 is 
vastly larger than the other two components. Using a dataset 
with recordings from 29 orientations [5], these weighting 
factors where calibrated such that the single-orientation 
estimates matched the STI solution.  

Validation: We validated the method on another STI dataset 
with (i) the original phase measurements and (ii) a phantom 
with perfect phase data simulated from the STI solutions. 

 
Fig. 1. Kernels d33, d13, and d23. 

 
Fig. 2. Physics-informed network and loss weights to balance χ13, 
χ23, and χ33.  

 

Fig. 3. Upon convergence, the output field map matches the input, 
indicating mathematically valid solutions for χij under the STI 
model. 



 

Fig. 4. Estimated off-diagonal susceptibility tensor component χ13 from STI (gold standard) and this work. Similar to the STI 
solution, the off-diagonal solution visualizes deep gray matter nuclei and dense white matter tracts (optic radiations). 

Results: Phantom experiment and comparison to STI (gold standard): Fig. 4 shows how the single-orientation estimates 
of χ13 from a simulated f resemble the ground truth and the single-orientation estimates of χ13 from a real, measured f 
resemble the STI estimates. Results for χ23 were similar.  

Discussion and Conclusions: The presented approach offers an alternative to STI by facilitating the isolation of only 
specific tensor components, χ13 and χ23, from a single acquisition orientation. The method provides a novel basis for 
structural integrity assessment in white matter. A key challenge addressed by this approach is the ambiguity inherent in 
this source separation problem, especially given the small magnitude of χ13 and χ23 relative to χ33. 

From six or more available orientations, STI yields three more components of the symmetric susceptibility tensor: χ11, 
χ22, and to χ12. Single-orientation phase data do not contain information about these components, making it mathematically 
impossible to determine them from a single orientation without additional assumptions about the tissue. Nevertheless, 
changes in any of the tensor components might typically not occur solitarily and imaging only three of the components 
might suffice to detect most of the potential tissue alterations. 

This study provides a novel approach to STI that sidesteps the need for multiple head orientations, optimizing patient 
comfort and clinical utility. Despite the potential influence of χ33 on the smaller tensor components, our strategy for source 
separation demonstrates a high degree of precision in estimating χ13 and χ23. Validated against established STI protocols 
and through phantom experiments, the method shows promise for studying white matter integrity. 
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Summary: This study establishes the substantial influence of nondipolar frequency shifts on MRI phase contrast 
anisotropy, questioning established assumptions from susceptibility tensor imaging and quantitative susceptibility 
mapping, thereby paving the way for more accurate brain tissue characterization. 

Introduction: Experimental evidence and theoretical considerations suggest that, in brain tissue, the formation of phase 
shifts depends not only on bulk isotropic magnetic susceptibility (with dipolar phase shifts) but also on tissue orientation, 
microstructure, and chemical exchange [1] with nondipolar phase. We recently presented a deep learning-based solution 
approach to the QUASAR model that includes these nondipolar frequency shifts that are not accounted for in the 
conventional QSM model (Fig. 1) [2]. 

In this work, we further investigated the underpinnings of phase contrast in the brain by studying the magnetic 
susceptibility and nondipolar frequency shifts under different orientations relative to the main magnetic field. 

Methods: Solution techniques: We used our deep learning-based method DEEPOLE QUASAR to estimate magnetic 
susceptibility and nondipolar frequency shifts from frequency maps [2]. For comparison with the conventional QSM 
model, we used an identical deep learning-based approach but with QSM as the underlying physical model (in-house 
improved version [3] of DeepQSM [4]). 

Methods validation: We first confirmed that in the absence of orientation dependency in the sources, the methods do not 
hallucinate any orientation dependency (Fig. 3, light gray markers in the background). We used a realistic brain 
susceptibility map and simulated phase data under different magnetic field orientations.  

Real phase data: We studied the orientation dependence in regions of the brain that are known to be structurally 
anisotropic. We evaluated the voxel values of highly directional white matter fiber bundles (corpus callosum, optic 
radiations, and internal capsule) with regards to the underlying fiber orientation relative to the main magnetic field. We 
used MRI scans from eight patients, measured under 11-29 orientations to the main magnetic field [5]. 

Results: The orientation dependency with QSM was substantially stronger than with DEEPOLE QUASAR (Fig. 3). 
Neither DEEPOLE QUASAR’s susceptibility estimate, nor its nondipolar frequency shift maps showed substantial 
orientation dependence. Fig. 1 shows solutions of both methods from a representative subject under 8 different head 
orientations. Fig. 2 shows the standard deviations across the solutions under different oblique head orientations from 8 
subjects. Fig. 3 shows the orientation dependence of the susceptibility and nondipolar frequency shift in the corpus 
callosum region of the same subject. We made comparable observations in the two studied corpus callosum regions, two 
optic radiation regions, and two internal capsule regions. 

 

Fig. 1. Comparison of estimated sources under eight different head orientations (top row: QSM, middle and bottom row: DEEPOLE 
QUASAR). The rightmost column shows the standard deviation across 29 head orienations. 



 

 

 
Discussion and Conclusions: Our findings with DEEPOLE QUASAR suggest that anisotropy in frequency shifts is not 
solely attributable to magnetic susceptibility but potentially a misinterpretation of nondipolar frequency shifts, which are 
neglected by the conventional QSM model. Our findings suggest that QSM and STI may require to incorporate nondipolar 
contributions into their physical models.  

The limited range of head tilt angles achievable in typical MRI scans, however, constrains our observations of the full 
angular spectrum, indicating the need for dedicated MRI protocols that can capture a wider range of orientations for a 
more comprehensive analysis. 

The study presents a reassessment of quantitative susceptibility mapping considering the previously ignored, yet 
theoretically and experimentally shown nondipolar frequency shifts. Solutions from DEEPOLE QUASAR, a novel 
technique for mapping susceptibility and nondipolar shifts suggest that susceptibility anisotropy in white matter is smaller 
than previously thought and might instead be the result of a misinterpretation of nondipolar shifts, which could stem from 
chemical exchange or tissue microstructure. 
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Fig. 3. In vivo orientation dependency of magnetic susceptibility 
and nondipolar frequency shift from QSM and QUASAR. Gray 
markers in the background illustrate the noise level as observed 
from a phantom with isotropic susceptibility. QSM’s estimates had 
a substantially larger orientation dependency than QUASAR’s. 

 

Fig. 2. In all subjects, 
standard deviations of 
the susceptibility 
estimates across 
different head 
orientations were 
substantially larger from 
QSM than from 
DEEPOLE QUASAR. 
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Summary: To address the strong clinical desire for fast and in-line Susceptibility Weighted Imaging (SWI) and 
Quantitate Susceptibility Mapping (QSM) images, a flow-compensated, CAIPIRINHA-accelerated 3-dimensional echo 
planar imaging (3DEPI) research sequence with deep learning-based image reconstruction and super-resolution was 
developed. The sequence can acquire sub-millimetre resolution, whole-brain images in under 80 seconds, while providing 
high image quality and anatomical detail in T2*, SWI, QSM, and (susceptibility map weighted images) SMWI images.  

Introduction: SWI is a mature technique that combines the T2*w magnitude and filtered-phase images from a 3D T2*-
weighted acquisition to visualize the influence of local magnetic field changes in tissues1. SWI is playing an increasingly 
vital role in visualizing pathological conditions, such as stroke, vascular malformation, neurodegenerative disorders, and 
tumour2. The more recently developed QSM can utilise the same T2*w acquisitions but aims to better differentiate 
paramagnetic tissues from diamagnetic tissues by differentiating between local and background  effects on the measured 
phase3. In T2*w acquisitions, the sensitivity of the MR signal to tissue susceptibility increases with echo time (TE). 
Hence, relatively long TEs are typically used in SWI and QSM acquisitions (e.g., TE-optimized for SWI are 
approximately 40 ms and 20 ms for 1.5T and 3T, respectively3,4). When a typical 3D gradient echo (3DGRE) sequence 
is used for high-resolution, whole-brain acquisitions, scan times can be as long as 5-10 minutes. As a result, there is a 
strong clinical desire to shorten the scan time without compromising image quality. In this work, we aim to substantially 
accelerate the high-resolution susceptibility-sensitive acquisitions combining a fast 3DEPI sequence5,6 with deep learning 
(DL) reconstruction to enhance image quality. 

Methods: All experiments were performed on a 3T clinical scanner (MAGNETOM Vida, Siemens Healthcare, Erlangen, 
Germany) with two healthy volunteers. This study employed a segmented, flow-compensated 3DEPI research sequence 
that is highly flexible in EPI train length, acceleration factor and CAIPIRINHA acceleration sampling patterns5,7.  
Table 1 provides the imaging protocol with 0.82 mm isotropic resolution and whole-brain coverage in 79 seconds. The 
fast acquisition was facilitated by 4× CAIPIRINHA acceleration and EPI acquisition with an echo-train length of 5. 

The magnitude and phase images are reconstructed inline using either a conventional GRAPPA or DL-based8 
reconstruction. The DL reconstruction comprises two independent, sequential processing steps. Firstly, images are 
generated on the acquired resolution using a variational network architecture with six iterations that alternate between 
parallel imaging reconstruction and 3D image regularizations using U-nets8. The network parameters were determined 
through supervised training based on about 500 fully sampled 3D datasets of head, abdomen, and pelvis from healthy 
volunteers (no 3DEPI data included). Secondly, the obtained images were interpolated using a DL-based super-resolution 
algorithm9, with a factor-of-two interpolation in all spatial dimensions. Both steps were implemented in PyTorch, trained 
on a dedicated GPU cluster. The obtained network parameters were exported for prospective use in the scanner 
reconstruction pipeline. 

Following image reconstruction, the research sequence offers further inline processing, including SWI, minimum 
intensity projection (mIP), QSM and a susceptibility map weighted image (SMWI)10. The in-line QSM processing  mostly 
follows the same methods as the off-line QSM pipeline QSMxT11. 

Table 1 3DEPI imaging protocols with 0.82×0.82×0.82 mm3 isotropic resolution.

 

Results: 3DEPI+GRAPPA (Fig.1A) produced high anatomical details across the brain regions. Specifically, blood vessels 
and surrounding tissues appeared sharp in the 3DEPI SWI/mIP images. DL reconstruction (Fig.1B) further improved the 
image fidelity for the 3DEPI scans, hence recovering even more details of tissues and vessels. The substantia nigra is 
better defined in Fig1.B, compared with Fig.1A, while the vessels are notably more delineated with DL recon compared 
with GRAPPA counterparts. 



Fig.1A and 1B display the subsequent inline processing using the GRAPPA and DL images respectively, providing 
filtered phase, SWI, mIP, QSM and SMWI. The DL-QSM is of significantly higher quality than GRAPPA-QSM 
throughout the FOV, especially around the centre of the FOV (e.g., substantia nigra). Consequently, the DL-SMWI 
appears to have enhanced contrast thanks to the improved susceptibility maps. The phase, filtered phase, and QSM maps 
of different views are provided in Fig.1C and Fig.1D for GRAPPA and DL reconstructions, respectively, where the 
enhanced quality is better appreciated, such as, around basal ganglia.  

 

Figure 1 Isotropic 3DEPI scans with QSM processing. (A): The acquisition was reconstructed using GRAPPA reconstruction.  
(B) The same acquisition was reconstructed using DL reconstruction. (C) and (D); The phase, filtered phase and QSM images of  
(A) and (B) are shown in sagittal and coronal orientation. The QSM images are shown in linear scaled between -0.15 to 0.15 ppm. 

Conclusions: The fast 3DEPI acquisition and the DL reconstruction techniques indicate considerable potential to explore 
the benefit of shorter scan times and/or enhancement of image quality to further elucidate the clinical value for both SWI 
and QSM contrasts. 
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Summary: Current QSM reconstruction techniques typically do not provide statistical guarantees against errors and 

hallucinations in the model.  By applying conformal prediction to QSM it's possible to identify which structures are real 

and which are artifacts.  

Introduction: Currently, black-box machine learning models are frequently employed in high-risk contexts, such as 

medical diagnostics, where uncertainty quantification is necessary to prevent unexpected model failures. A simple 

paradigm for producing statistically rigorous uncertainty sets or intervals for the predictions of such models is conformal 

prediction1, often known as conformal inference. In this paper we explore the application of the conformal prediction 

framework to a neural network to reconstruct susceptibility maps. 

Methods: We apply the image-to-image conformal regression framework2 to a simple 3D U-net type network, with 6 

layers and leakyrelu activation function. We train the network with 26000 forward simulations formed from the 

composition of geometric shapes (sphere, prism, cone, torus), 15 epoch. The loss function used was: 

𝐿(𝑥,  𝑦)  =  2 ⋅ |𝑥 − 𝑦|1 + 𝜑𝛼
2
(𝑙(𝑥),  𝑦) + 𝜑

1−
𝛼
2
(𝑢(𝑥),  𝑦) 

Where 𝑙(𝑥) indicates a pixel that could have a much lower value than the prediction, 𝑢(𝑥)indicates a pixel that could 

have a much higher value than the prediction, 𝛼 is the risk level and 𝜑𝛼 is the quantile loss or pinball loss.  

We tested the network against a forward simulation based on COSMOS, with complex noise at SNR 100. In addition, we 

tested the same simulation with a 2𝜋 peak in the center. 

 

Results: The network obtained an RMSE of 45.34 for the COSMOS simulation and an RMSE of 60.80 for the simulation 

with the phase inconsistency at the center. 

 

Discussion and Conclusions: The results show that the network can identify areas where artefacts are generated as areas 

of high uncertainty and blood vessels as areas of uncertainty. The last point is interesting as the reconstruction quality of 

these areas is usually measured visually, so the conformal prediction framework might allow a better evaluation of the 

reconstructions and consequently an improvement in the reconstruction methods. 
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Summary: Here we describe magnetic susceptibility properties of the locus coeruleus for different stages of Alz-

heimer’s disease (AD) pathology. Diamagnetic (DCS) and paramagnetic (PCS) components were processed and com-

pared with the respective Braak index. A significant association was observed with the QSM and DCS maps, and the 

stratification into Low Braak (LB) and High Braak (HB) index was also significant with QSM and DCS using the mean 

values. 

Introduction: The Locus Coeruleus (LC) is a small structure rich in neuromelanin (NM), being the main producer of 

noradrenaline in the brain. It is known that AD neuropathology begins years before the onset of disease-defining-symp-

toms, and the locus coeruleus (LC) is one of the first brain structures to be affected by the pathology [1], which makes it 

a potential biomarker for early disease diagnosis. Unfortunately, LC structure is very small and difficult to visualize by 

MRI, making it very challenging to use it as an imaging biomarker. Also, it is still of debate what is the origin for the 

LC contrast observed on the NM sensitive images, which difficult interpretation of the results. Here we proposed to an-

alyze the magnetic susceptibility properties of the MR signal within the LC and compare it with histological results to 

gain insight about how AD pathology burden affects LC MRI signal 

Methods: 12 postmortem subjects (7 male, mean age of 78 +/- 14) were recruited by the City Death Verification Ser-

vice after the family signed informed consent. The research ethics committee of the Medical School of the University of 

São Paulo (approval number 14407) approved this study. All subjects presented no known neurological disease or pres-

ence of focal brain lesions. Postmortem in situ brain MRI was performed with a Magnetom 7T scanner (Siemens, Ger-

many) and a 32ch head coil (Nova Medical, USA). QSM acquisition was based on a 3D FAT SAT GRE multi-echo se-

quence, with five echoes (first echo 5ms, ΔTE of 4ms), flip angle of 10º, 25ms TR, 2 mm axial thick sections, and 

0.4mm in plane resolution. The postmortem interval was between 11h and 20h. The QSM, diamagnetic (DCS) and para-

magnetic (PCS) components maps were calculated using the DECOMPOSE algorithm, with phase pre-processing steps 

using the functions included in the STISuite toolbox. Mean and median values were obtained by applying an LC mask 

to the corresponding maps. The LC was segmented manually from the 1st echo magnitude images identified as the 

brightest circular structure (on axial planes) located bilaterally to the fourth ventricle, caudally to the substantia nigra, 

with subsequent corrections made on the sagittal and coronal planes to avoid overlap with other structures. Upon au-

topsy, the whole brain was procured and fixed in buffered 10% formalin. Alzheimer’s pathological staging was per-

formed according to Braak stage for AD pathology [2], by evaluating the presence and distribution of the main pro-

teinopathies underlying neurodegenerative diseases: hyperphosphorylated tau protein (AT8), amyloid-β (4G8), phos-

phor TDP-43 (1D3/TDP43), α-synuclein phosphor (81a). The analyzed brain area sections were the superior frontal gy-

rus, middle and inferior temporal gyri, hippocampus at the level of geniculate body, amygdala and occipital cortex. To 

assess correlation between Braak staging and QSM, PCS and DCS the Kendall’s tau test was used. To compare QSM, 

PCS and DCS for groups of different AD pathology burden, we divided subjects in two groups: group of lower Braak 

(LB), with Braak spanning from 0 to 3; and group of higher Braak (HB), with Braak spanning from 4 to 6. Comparison 

between both groups was assessed by the Mann-Whitney U test. Statistical significance was considered when p<0.05. 

Results: After Braak staging, subjects were divided in two groups, LB and HB, with n=7 and n=5, respectively. Figure 1 

shows the manually segmented LC mask superimposed to the GRE image for a single subject. Figure 2 shows an example 

of QSM, PCS and DCS maps for a subject. Table 1 shows results from the correlation of QSM, PCS and DCS with Braak 

staging using Kendall’s tau test. Table 2 shows results for the comparison between lower (LB) and higher Braak (HB) 

group using Mann-Whitney test. 

Corr with 

Braak 
mean QSM 

(ppm) 
median QSM 

(ppm) 
mean PCS 

(ppm) 
median PCS 

(ppm) 
mean DCS 

(ppm) 
median DCS 

(ppm) 
Kendall’s 

tau b 
0.582 0.554 0.291 0.453 0.453 0.420 

p value 0.012 0.017 0.207 0.050 0.050 0.068 

 Table 1 - Kendall’s tau b and p-value for the Kendall’s tau test, between the Braak stage and the mean and median 

values of QSM, PCS and DCS maps. 



Braak 

groups 
mean QSM 

(ppm) 
median QSM 

(ppm) 
mean PCS 

(ppm) 
median PCS 

(ppm) 
mean DCS 

(ppm) 
median DCS 

(ppm) 
LB (0-3) -0.116 -0.099 0.028 0.006 -0.138 -0.105 

HB (4-6) 0.006 -0.006 0.061 0.039 -0.055 -0.039 

p value 0.018 0.034 0.343 0.106 0.030 0.030 

 Table 2 - mean values and median of the QSM, PCS and DCS maps for the LB (1st row) and HB  (2nd row), and 

the p-values of the Mann-Whitney test (3rd row). 

 

Figure 1 - Gradient echo image (1st echo) at three orthogonal planes (axial, sagittal and coronal, from left to right). 

ROI mask of the LC is shown superimposed in red. 

 
Figure 2 - QSM, DCS and PCS maps processed for a subject at the level of the LC.  

Discussion and Conclusions: It is still not completely elucidated what drives MRI contrast within the LC on the NM 

sensitive images, which are commonly based on T1- and MT-weighted images. NM itself is paramagnetic and its con-

centration is associated with neuronal density, which is reduced with pathology. Therefore, QSM could be an interesting 

tool to evaluate LC composition during aging and pathology progression. However, QSM is also affected by other para-

magnetic components (i.e. iron and copper), and diamagnetic components (myelin and proteins), which varies with age 

and pathology progression. Using DECOMPOSE algorithm we were able to disentangle the paramagnetic from the dia-

magnetic component of the QSM signal. We observed that the main component which was driving the changes in QSM 

was the DCS, as shown in Table 1. Although PCS was slightly higher for higher Braak staging, as indicated by the positive 

correlation between median PCS and Braak, the differences in PCS for both evaluated groups was not significant. Since 

we expect to have a lower NM concentration for the HB group, we hypothesize that the lack of significant changes in 

PCS with pathology might be due to the counteracting effect of NM decrease and iron deposition during neurodegenera-

tion. On the other hand, the significant increase of DCS might be associated to a loss of myelin during disease progression. 

A point-to point correlation of these maps results with histopathology results, with iron, protein and myelin quantification 

would contribute to complement the interpretation of the results. However, these preliminary results already highlight the 

potential of QSM to evaluate AD disease progression in vivo.  
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Introduction: Quantitative Susceptibility Mapping (QSM) is a novel technique that provides a scalar value for the magnetic 

susceptibility in human tissue [1], [2]. QSM have been applied to study neurological disorders like Parkinson Disease, multiple 

sclerosis, psychosis, among others [3], [4], [5].All these studies made dozens of QSM reconstructions, assuming a complete 

alignment of the head with the direction of the main magnetic field [2]. Tilting the head may affect the expected susceptibility 

value, due to the susceptibility anisotropy that exists in human brain [6], [7]. In this work, we aim to analyze the influence of 

rotating the head in QSM reconstructions under realistic circumstances.    

Methods: For this work, we used the Susceptibility Tensor Imaging (STI) brain phantom, designed by an eigen-decomposition 

of simulated eigenvalues and reconstructed eigenvectors [8], [9]. Using the STI brain phantom, we simulated 30 directions of 

the head that followed rotations of the head in the left-right (𝜃𝐿𝑅) and antero-posterior (𝜃𝐴𝑃) axis.  Rotations followed a 

gaussian distribution, with zero mean and standard value of 4° and 2.6° for 𝜃𝐿𝑅 and 𝜃𝐴𝑃 respectively [10]. Afterwards, we 

simulated 30 acquisitions that followed the simulated directions using Eq. 1 and Eq. 2.  

𝛿𝑛(𝑟) = 𝐹𝑇−1 (𝐴𝑛 ⋅ 𝐹𝑇(𝜒(𝑟))) (1) 

where 𝛿𝑛 corresponds to the local field at a certain orientation 𝑛 with respect to the main magnetic field, 𝜒 a vectorized form 

of the susceptibility tensor, and 𝐴𝑛 = [𝑎11,𝑛 𝑎12,𝑛 𝑎13,𝑛 𝑎22,𝑛 𝑎23,𝑛 𝑎33,𝑛] is the system matrix of size 1 × 6, 

with elements 𝑎𝑖𝑖,𝑛 and 𝑎𝑖𝑗,𝑛 described as, 

𝑎𝑖𝑖,𝑛 =
𝐻𝑖,𝑛𝐻𝑖,𝑛

3
−
𝑘𝑇𝐻𝑛̂(𝑘𝑖𝐻𝑖,𝑛)

‖𝑘‖2
, 𝑎𝑖𝑗,𝑛 =

2𝐻𝑖,𝑛𝐻𝑗,𝑛

3
−
𝑘𝑇𝐻𝑛̂(𝑘𝑖𝐻𝑗,𝑛 + 𝑘𝑗𝐻𝑖,𝑛)

‖𝑘‖2
(2) 

where 𝐻𝑛̂ is the unit vector of the main magnetic field. We reconstructed QSM maps using the NDI algorithm [11] without 

adding noise was the the local field simulations. Finally, we analized the influence of rotating the head in each brain tissue that 

compose the STI brian phantom.    

Results and Discussions: Fig. 1 shows the comparison between two local field simulations (first row) and their respective 

QSM image (second column) at two rotated acquisitions (first and second column). Looking at the differences in simulated 

local field and QSM images (Fig.1, third column) and standard deviation (Fig.1, fourth column), we can see a clear difference 

in deep brain nuclei (yellow arrows) rather than in white matter. This indicates that deep brain nuclei might be more affected to 

rotated acquisitions than white matter. Boxplots of local field simulations (Fig. 2) and QSM images (Fig. 3) also shows a 

bigger difference in deep brain nuclei, such as substantia nigra, putamen or globus pallidus. This observation could indicate the 

presence of anisotropy within these nuclei, and it is essential to consider this aspect when acquiring GRE acquisitions for 

magnetic susceptibility studies. Compared to the QSM image aligned to the main magnetic field, the amygdala reached a 

difference over 24%, and hippocampus reached a difference over 16%, even with rotations of the head only at 5° out of the 

main magnetic field.   

Conclusions: We effectively studied the impact of minor rotations of the head in the scanning process of a QSM typical 

clinical study. Acquisitions with the head rotated might have a big impact in the results, because of the susceptibility 

anisotropy that exists inside the brain.  
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Figure 1. Local field 

simulations (first row) and 

QSM images (second row) at 

different acquisition 

orientations (first and second 

column). Difference of both 

orientations is shown in third 

column, and the standard 

deviation of both, simulated 

local field and QSM images is 

shown in fourth column. 

 

Figure 2. Boxplot of the local 

field (Hz) simulations at 

different orientations for 

multiple brain tissue. 

 

 

Figure 3. Boxplot of the 

susceptibility mapping images 

(ppm) at different orientations 

for multiple brain tissue.  
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Summary: The study investigates dopamine dysfunction in the brains of psychosis patients using Quantitative 
Susceptibility Mapping (QSM) MRI to measure iron levels, a co-factor in dopamine pathways. A machine learning 
approach, specifically a Random Forest model, was applied to distinguish between healthy individuals and First-Episode 
Psychosis (FEP) patients, as well as to predict their response to antipsychotic treatment. The SHAP framework was used 
for feature interpretation, and hierarchical clustering identified feature correlations. Our models could predict FEP patients 
and their response to antipsychotics with 76.48 ± 10.73% (four features selected) and 76.43 ± 12.57% (four) accuracy. 
Predicting treatment response will allow us to design alternative management for FEP patients resistant to standard 
treatments. 

Introduction: Recent publications highlighted the changes in brain iron concentrations with a co-factor in dopamine 
pathways in psychosis patients1. Insights about the quantification of iron concentrations in the brain are available now by 
effective transverse relaxation rate (R2*) and quantitative susceptibility mapping (QSM), calculated from multi-echo 
gradient-echo (GRE) sequences2. As iron is the cofactor in neurotransmitter biosynthesis, the functions of the Grey Matter 
(GM) nuclei are susceptible to changes in iron concentration. Considering the limited number of dopamine pathways 
(nigrostriatal and tuberoinfundibular pathways) retrieved from the QSM image, it is possible to refine disease monitoring 
and improve patient risk stratification3. The present study aims to pinpoint potential predictive biomarkers derived from 
QSM and R2* for individuals experiencing first-episode-psychosis (FEP), along with their response to antipsychotic 
treatment.  

Methods: 3D multi-echo GRE and T1-weight FLAIR of 52 healthy volunteers (HV) and 78 FEP patients (52 RS and 24 
TRS) were acquired in a 3T Philips Ingenia MRI scanner. QSM reconstruction was performed as in4 using Variable 
Sophisticated Harmonic Artifact Reduction for Phase data (vSHARP)5 and FAst nonlinear Susceptibility Inversion 
(FANSI) toolbox6. Images were registered and normalized to an NMI space. Twenty-two regions of interest (ROI) of 
deep GM and subcortical brain nuclei were segmented using the Multicontrast PD25 version 20197. We calculated the 
mean QSM and R2* values for each ROI. This study developed two machine learning models to analyze brain regions 
with QSM and R2* values, distinguishing between HV and FEP patients, as well as responders (RS) and treatment-
resistant (TRS) patients. The models were built using Python and employed RF with Sequential Forward Selection (SFS) 
for feature selection, hyperparameter optimization through grid search, and 10-fold cross-validation16. SHAP values were 
used for model interpretation, revealing feature importance8. 

Results: The classification results for the HV vs. FEP classification, four features—right nucleus accumbens R2*, left 
amygdala R2*, left nucleus accumbens R2*, and right thalamus QSM—yielded an accuracy of 76.48 ± 10.73%. For RS 
vs. TRS, four features—right hippocampus R2*, left caudate R2*, left putamen R2*, and left amygdala QSM—achieved 
76.43 ± 12.57% accuracy. After applying feature selection, treeSHAP analysis was conducted to identify the most 
important predictors in the model, shown in Figure 1. The SHAP summary plots showed that the key features for HV vs. 
FEP classification were right nucleus accumbens R2*, left amygdala R2*, left nucleus accumbens R2*, and right thalamus 
QSM. For RS vs. TRS, the important features were left amygdala QSM, right hippocampus R2*, left caudate R2*, and 
left putamen R2*. Both classifications use similar features, leading to confusion between classes. The SHAP values 
indicate the contribution of each feature to the model's predictions, with lower right nucleus accumbens R2* values 



increasing the likelihood of being classified as FEP. At the same time, higher left amygdala R2* values favor HV 
classification. To improve differentiation, a unique feature dedicated to each class is needed. Figure 4 shows the 
hierarchical clustering analysis revealed that QSM and R2* features were divided into two distinct clusters for both HV 
vs. FEP and RS vs. TRS classifications. These clusters, which were combined at a high dendrogram distance, can be 
treated as separate analysis groups.  

 

Figure 1. Feature the importance of our models based on SHAP values. (a) The mean absolute SHAP values are depicted 
to illustrate the importance of global features. (b) The local explanation summary shows the direction of the relationship 
between a variable and class study. (i) Positive SHAP values push the model to predict FEP patients, and negative values 
push the model to predict the HV. (ii) Positive SHAP values predict RS patients, and negative values predict TRS patients. 

Discussion and Conclusions: This study focused on identifying the most relevant QSM and R2* features for predicting 
First-Episode Psychosis (FEP) and treatment response using Random Forest (RF) models. Two classification problems 
were addressed: HV vs. FEP and RS vs. TRS. Feature selection reduced the number of input variables while maintaining 
model performance, achieving accuracies of 76.48% for HV vs. FEP and 76.43% for RS vs. TRS. SHAP analysis was 
used for global and local interpretability, revealing the top predictive features, including the right nucleus accumbens R2* 
and left amygdala QSM. Hierarchical clustering identified two feature clusters, separating QSM and R2* data, confirming 
their correlation but also highlighting their distinct predictive powers. The study emphasized the complementary nature 
of QSM and R2* in understanding tissue magnetic properties, particularly regarding brain iron content linked to schizo-
phrenia. Despite some limitations, such as small sample sizes and the use of classical ML algorithms, the study demon-
strated the potential of these features for early detection of treatment-resistant schizophrenia, potentially improving clin-
ical outcomes. Future research will explore advanced deep learning methods and larger datasets to further enhance clas-
sification performance. 
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Summary: We extended the analysis of the XSIM metric for tissues with susceptibility values far from zero. Comparisons 

against RMSE and SSIM pointed out the robustness of this metric in the context of outside-the-brain applications. 

 

Introduction: The Structural Similarity Index Measure (SSIM) [1] has been a popular metric for assessing the quality of 

QSM reconstructions. SSIM may help to achieve sharper reconstructions [2], but its limited range and unsigned 

formulation have raised concerns about its validity [3]. In this sense, the QSM-specific SSIM metric (XSIM) was proposed 

as a re-implementation of SSIM, designed to overcome the biasing and metric-hacking issues related to the signed nature 

and dynamic range of susceptibility values [4]. Despite having robust internal parameters and preventing bias and metric-

hacking, the validity studies of XSIM have been focused on the context of brain QSM, where susceptibility values are 

still close to the zero-reference tissues. In this study, we extend the analysis of XSIM to an outside-the-brain scenario, 

with a higher dynamic range between the water and fatty tissue susceptibilities. 

 

Methods: We used the in silico QSM abdominal phantom [5] as ground truth to compare the behavior of the RMSE, 

SSIM, and XSIM metrics, when each one of them are used as the parameter optimization criteria. We also compared the 

effects of SSIM and XSIM under an iron overload scenario, to analyze the paramagnetic error penalization and the zero-

reference tissue effects in the parameter optimization process. QSM reconstructions were performed using the Fast 

Nonlinear Susceptibility Inversion with Variational Regularization (FANSI) [6] and Nonlinear Dipole Inversion (NDI) 

[7] algorithms. 

 

Results:  Figure 1 shows the resulting behavior of the nRMSE, SSIM, and XSIM metrics for a regularization weight 

tunning process with FANSI, using an iron overload simulation. Given the inverse nature of nRMSE (increasing values 

nRMSE values imply worse reconstructions), we employed the 1-nRMSE values for the plots. The plots showed a 

significant difference between SSIM and XSIM scores, with a stronger penalization in the latter ones, especially when 

the liver is used as the zero-reference. Qualitatively, XSIM showed a balance between the over-regularized nRMSE-based 

reconstructions and the large-scale errors caused by SSIM (Figure 1, left side of the liver reconstruction). Figure 2 shows 

a comparison between the nRMSE, SSIM, and XSIM metrics for NDI reconstruction of both healthy and iron overload 

simulations. SSIM results did not present a significant difference between the healthy and the iron overload cases, despite 

the significant increase in blurring and tissue attenuation in the iron overload reconstructions. In contrast, XSIM showed 

a clear penalization, which became more pronounced when using the liver as the zero-reference. 

 

Discussion and Conclusions: Compared to RMSE and SSIM-based reconstructions, XSIM showed a better balance 

between high-frequency and low-frequency details. Additionally, XSIM presented a stronger penalization for 

paramagnetic errors, particularly when using hepatic tissue as zero-reference. These results validate the robustness of 

XSIM shown in previous studies, even having its internal parameters calibrated for brain QSM data. Considering these 

results, we strongly recommend using XSIM to assess QSM reconstructions in the presence of fat or other paramagnetic 

tissues (e.g., iron overload).  



 

Figure 1. Left: Metric scores for the iron overload phantom reconstructions, using FANSI as the reconstruction method. Right: Ground 

truth and the corresponding difference images for the optimal values of 𝛼 using each metric (mean ROI susceptibility as the zero 

reference). 

 

Figure 2. Left: NDI reconstruction metrics (1-nRMSE, SSIM, XSIM) for an increasing number of iterations (from 3 to 100), using the 

healthy and iron overload simulations of the abdominal QSM phantom. Right: QSM reconstructions of the healthy and iron overload 

simulations for a different number of NDI iterations (𝑁𝑖𝑡𝑒𝑟). 
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